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Abstract

We introduce ThreeDWorld (TDW), a platform for interactive multi-modal physical1

simulation. TDW enables simulation of high-fidelity sensory data and physical2

interactions between mobile agents and objects in rich 3D environments. Unique3

properties include: real-time near-photo-realistic image rendering; a library of ob-4

jects and environments, and routines for their customization; generative procedures5

for efficiently building classes of new environments; high-fidelity audio rendering;6

realistic physical interactions for a variety of material types, including cloths, liq-7

uid, and deformable objects; customizable “avatars” that embody AI agents; and8

support for human interactions with VR devices. TDW’s API enables multiple9

agents to interact within a simulation and returns a range of sensor and physics10

data representing the state of the world. We present initial experiments enabled by11

TDW in emerging research directions in computer vision, machine learning, and12

cognitive science, including multi-modal physical scene understanding, physical13

dynamics predictions, multi-agent interactions, models that ‘learn like a child’, and14

attention studies in humans and neural networks.15

1 Introduction16

A longstanding goal of research in artificial intelligence is to engineer machine agents that can17

interact with the world, whether to assist around the house, on a battlefield, or in outer space. Such18

AI systems must learn to perceive and understand the world around them in physical terms in order to19

be able to manipulate objects and formulate plans to execute tasks. A major challenge for developing20

and benchmarking such agents is the logistical difficulty of training an agent. Machine perception21

systems are typically trained on large data sets that are laboriously annotated by humans, with new22

tasks often requiring new data sets that are expensive to obtain. And robotic systems for interacting23

with the world pose a further challenge – training by trial and error in a real-world environment is24

slow, as every trial occurs in real-time, as well as expensive and potentially dangerous if errors cause25

damage to the training environment. There is thus growing interest in using simulators to develop26

and benchmark embodied AI and robot learning models [21, 40, 31, 33, 42, 9, 36, 43, 6].27

World simulators could in principle greatly accelerate the development of AI systems. With virtual28

agents in a virtual world, training need not be constrained by real-time, and there is no cost to errors29

(e.g. dropping an object or running into a wall). In addition, by generating scenes synthetically, the30

researcher gains complete control over data generation, with full access to all generative parameters,31

including physical quantities such as mass that are not readily apparent to human observers and32
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