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Abstract

Patents and citations are powerful tools for understanding innovation increasingly used in financial economics (and management research more broadly). Biases may result, however, from the interactions between the truncation of patents and citations and the changing composition of inventors. When aggregated at the firm level, these patent and citation biases can survive popular adjustment methods and are correlated with firm characteristics. These issues can lead to problematic inferences. We provide an actionable checklist to avoid biased inferences and also suggest machine learning as a potential new way to address these problems.
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In the past several years, an increasing number of papers in the finance, accounting, and related literatures have made use of patent data. This growth has reflected the broadening of the topics seen as relevant to corporate finance researchers. Not only is innovation critical in many cases to firm survival—witness the fates of firms that failed to innovate successfully, such as Kodak, Motorola, and Xerox—but it illustrates the critical issues that motivate corporate finance theory more generally. Topics such as uncertainty, information asymmetries, and the intangibility of assets are central when it comes to financing innovative firms and projects.

The growth of interest in this topic among finance researchers can be seen, for instance, from a compilation of Google Scholar. We look at the number of papers each year that both cite at least one of the “top three” finance journals—the Journal of Finance, the Journal of Financial Economics, and the Review of Financial Studies—and contain the phrase “patent citation[s]” (the references in patents to earlier work added by patent examiners and inventors). We find that the share of such papers among those citing one of the top three finance journals rose from 0.1% in the 1990s to 0.5% in the 2000s to 1.7% between 2010 and 2019 (reaching 2.6% between 2018 and 2020). In the Appendix, we list over 80 papers using patent data, which have appeared in one of the top three journals between 2005 and 2020.

In many cases, the papers have used these data to shed fresh light on important problems. But in other instances, the interpretation of the results has been marred by a failure to understand some of the peculiarities of patents and patent data, which have led to conclusions that are not robust to the use of alternative methodologies. The presence of such systematic mistakes is understandable. The patent application and review process is extremely complex. The construction and features of the key database used for patent research—which originated at the National Bureau
of Economic Research in 1999 and has been updated to 2006—have not been as fully documented as would be desirable.

This paper is an attempt to rectify this omission. This paper consists of three primary parts. The second section starts with articulating on a particular but ubiquitous feature of patent-level data that can lead to problematic inferences, particularly in firm-level studies such as are commonplace in corporate finance research. This issue stems from the interaction of (a) the truncation of patent data and (b) the changing composition of inventors in a region or sector. We document the reasons for these effects and how they can affect researchers. We also highlight the two broad classes of corrections used to address these issues, and how they can be inadequate.

In the third section, we explore the consequences of truncation and a changing patent mix in patent and citation data for firm-level analyses. We introduce two methodological concepts. The difference in the actual patents granted relative to what was recorded in earlier data is what we call “patent bias.” Similarly, we define “citation bias,” the difference in citations to patents in earlier data with the citations garnered by the same patents over a longer period.

In an empirical illustration, we compare information on patent grants to publicly traded firms in the 2006 NBER patent database with the newer data on patents granted to the same firms applied for during the same time period. The newer, more complete data is collected through the end of 2012 using the method employed in Kogan et al. (2017). It therefore gives us a time window post-2006 to assess if patents that were applied for in earlier years were eventually granted. We first demonstrate that patent and citation biases are large and systematic: they are present more dramatically in recent years, in some technology classes, in some industries, and in some regions. We show that the popular methods in the literature to account for these biases only partially adjust for them, especially when it comes to citation data.
After characterizing these biases in detail, we explore how they impact inferences when analyzing patenting activity at the firm level. One solution for accounting for these biases at the firm level is to ignore them. The rationale could be that, when these biases are aggregated at the firm level, they end up being classical measurement error: i.e., they do not impact coefficients of the explanatory variables when patents or citations are used as dependent variables.

We show that this is unfortunately not the case. In particular, these biases at the firm level are strongly correlated with firm characteristics that are of key interest to researchers, both when we look at unadjusted and adjusted measures. In particular, firm size (market capitalization), the market-to-book ratio, the R&D-to-sales ratio, the ratio of cash to total assets, leverage, and return on assets are all positively associated with patent and citation bias, while the bid-ask spread is negatively associated with such biases. These biases are also positively related to the intensity of patenting in the given technology class. Thus, in many empirical settings where firm-level innovation is explored, several inferences about the phenomenon under study might be driven by non-classical measurement error. For instance, a one standard deviation increase in log firm size is associated with about a 0.02 standard deviation increase in adjusted patent bias and about a 0.10 standard deviation increase in citation bias. This issue affects virtually every study in the finance literature using relatively recent patent data.

In the final section, we grapple with how these concerns can be addressed in practice. We take both a short- and long-term perspective. We begin with a checklist that finance and other management researchers may wish to use as they formulate a research project using patent data. These items can help provide a robustness analysis to address the potential problems that we highlight.

We then turn to an alternative approach that could be harnessed to address patent and
citation bias: the use of machine learning (ML). We ask if exploiting a richer set of data at firm level than what patent-level adjustments use might help in reducing these biases. We present two sets of analyses. The first is targeted to address the patent bias at the firm level and the second one targets citation bias at the firm level. In each case, we seek to minimize the biases documented above. We assess performance by comparing the predicted values derived using activity through 2006 in the NBER data to the actual values as recorded as of the end of 2012, an approach similar to many of the adjustments discussed above.

In general, we find strong performance of the ML approaches. We show that adjustments generated by a variety of machine learning-based models using firm-level information—in addition to patent-specific information that is employed for popular “patent-based” adjustments in the literature—minimize patent and citation bias at the firm level. While the analysis is not the last word on this approach, it underscores the importance of using firm-level information when adjusting for patent and citation bias and points to the power of machine learning in addressing these issues.

It may be argued that the issues confronting users of patent data are similar to ones that those analyzing almost any contemporaneous database face. For instance, issues of truncation bias are commonplace: for a discussion of these issues in research into financial misconduct, see Dyck, Morse, and Zingales (2010) and Karpoff et al. (2014). But the dramatic changes in the direction and location of technological innovation (and patenting practice) over recent decades have led to a situation where these data limitations lead to biases in the results of patent-based analyses. Given the frequency with which these issues have surfaced in the published articles and working papers using patents in the finance literature, it is the goal of this article to document these biases’ characteristics and consequences.
This paper overlaps to some extent with Dass, Nanda, and Xiao (2017). Our paper takes a more general approach to the issues discussed in that paper and provides a more detailed description of the biases and why they survive popular adjustments in the literature. We also put more emphasis on actionable steps to address these issues, as well as provide guidance to researchers seeking new ways of adjusting for firm-level patent biases.

It is also worth highlighting what this paper does not do. It is not a review of the key empirical features of patent grants and their economic applications: Jaffe and Trajtenberg’s classic volume (2002) remains the “go to” reference for such an analysis (also see the brief review in Online Appendix A). Nor is it a review paper summarizing the crucial works using patent data. Far more details about the patent application process can be found in many legal texts. The paper does not attempt to explore the issues associated with non-U.S. patent data, whose use in some cases can alleviate some (though not all) of the issues highlighted here. This decision is rooted in the twin desires to keep this paper manageable in length and to address the fact that the overwhelming majority of the papers in the finance literature listed in Appendix 1 have analyzed U.S. data.

1. The Nature of Patent Data

Patent data are exceedingly informative. While firms need only report R&D in corporate filings if the expenditures are “material,” all granted patents are recorded. Moreover, R&D expenditures are typically reported in aggregate, not broken down by product line or geography as patents are. Finally, R&D expenditures are an innovative input, rather than an output: the effectiveness of the research may vary tremendously.
The first, most fundamental U.S. database is from the U.S. Patent and Trademark Office (USPTO) itself. The database covers patents awarded between 1976 and today, with earlier patents only in PDF format. These data pose several issues. First, there is no identifier that uniquely flags each applicant. Moreover, a huge number of variant names of frequent patentees appear. So these data can be difficult to use.

The NBER Patent Citation Dataset—created under the leadership of Bronwyn Hall, Adam Jaffe, and Manuel Trajtenberg (HJT)—was designed to address these difficulties. The original database sought to capture the key information on each utility patent awarded between 1963 and 1999 in a readily accessible database. (About 90% of all patents issued are utility patents.)

The primary contribution of the NBER database was in its handling of patent assignees. In particular, the authors linked the first assignee of each patent (other assignees were ignored) to its Compustat CUSIP identifier, as long as it was a U.S. publicly traded entity. They used the 1989 Compustat file to do this, so the coverage deteriorates over time: for patents granted in the mid-1980s, about 65% of all patents with a U.S. inventor were matched, but among those granted in 1999, the share falls below 50%. This attrition reflects the entry into patenting of numerous firms that were not publicly listed in the 1980s. The authors also assigned patents owned by major operating subsidiaries to their patents using the 1989 edition of the Who Owns Whom directory. The main data set also tabulated the numbers of citations made and received (between 1975 and 1999).

There have been a number of updated versions of the NBER data, the most recent of which is the file extending through 2006, compiled under the leadership of Bronwyn Hall and Jim Bessen (Bessen (2009)). Among the changes were the inclusion of patents and citations through the end of 2006, all assignees to each award, and patents other than utility awards. The most significant
progress, however, was made on matching assignees to Compustat identifiers (using GVKEYs, the more “permanent” of the two firm identifiers used in Compustat). They extended the number of matches between the assignee names and Compustat by using a computerized algorithm that stripped suffixes and accepted some inexact but highly probable matches. They also sought to document when the assignee firms were subsequently acquired, and the associated GVKEYs of the acquiring entities. The 2006 data update did not, however, revisit the mapping between parent and subsidiary firms undertaken by HJT using the 1989 data.

Since the completion of the 2006 NBER database, there have been a number of efforts to update and enhance these data, including efforts to rationalize the names of individual inventors (Li et al. (2014)), update links to public assignees (Bena et al. (2017)), and analyze earlier patents (Moser and Voena (2012); Kogan et al. (2017)).

2. The Central Challenge

2.A Truncation

The problems highlighted in the introduction may have seem like abstract ones, more of theoretical interest to economists of innovation than finance researchers. But the failure to control for the changing composition of patenting firms can cloud inferences about the impact of financial policies.

---

1 The state of development of data from other patent offices is much less mature. The development of an EPO research database remains a work in progress: an initial mapping of UK firms’ filings has been undertaken by Grid Thoma and co-authors (2010), as well as a mapping between the names in Bureau van Dyck’s Amadeus dataset and European patent assignees (http://www.epip.eu/datacentre.php). While there have been recent efforts to make Chinese and Japanese data available online as well, this information remains much less well scrutinized.
We focus on a single but wide-spread issue. As we indicated in the introduction, the interaction between the truncation of patent awards and the differences in patenting across regions and sector can pose difficulties. As we will discuss, while these problems are known to some researchers—and there are some popular ways to deal with these—it is difficult to account for these problems entirely when conducting firm-level analysis in corporate finance and related research. Knowing the nature of these biases, however, does allow one to ex ante predict how inferences in various empirical settings might be impacted.

These issues stem from two features of patent data. The first critical effect has to do with its truncation. The patent literature has generally focused on analyzing patent filings by the application year, rather than the award year. The motivation is that firms, eager to protect their intellectual property, will tend to file for patents soon after the discoveries are made. The gap between the date at which the patent is applied for and issued, however, is a product of many other considerations, such as the area of technology covered by the patent and the contemporaneous state of the patent office. To eliminate this noise, looking at patent by application date seems a more reasonable approach.

This adjustment, however, is not sufficient to account for the truncation problem. In particular, any analysis of patent filings near the end of the database needs to control for truncation. This is illustrated in Figure 1(b), which depicts the number of patents in the NBER 2006 dataset by application year. Because this database only reports the number of patents that issued by the end of 2006, there is a dramatic tail-off: the number of applications peaks in 2001. This has nothing
to do with the actual number of filings (which, as Figure 1(c) reveals, actually continued to rise steadily), but instead with the delays in issuing patents.²

This truncation issue is even more severe when it comes to computing citations. It is rare for a patent to be cited by another patent filing before the cited patent has issued. Even after issue, the reaction is not instantaneous, as the citing patents themselves have to work their way through the application process. As Figure 1(d) reveals (again drawn from the 2006 patent data), the rate of citations per patent peaked for patents filed in 1986 and began a rapid slide by the mid-1990s. As a result, more recent cohorts of patents will be mechanically less cited, even if their degree of innovativeness does not decline.

The truncation is not uniformly distributed across technology classes in which patents are generated. Figure 2(b) provides an illustration of the truncation issue, by reporting citations per patent for cohorts of electronics and chemical patents. In each case, there is a dramatic tail-off in citations in later years for the younger cohorts: for many of the patents in the younger cohorts, there has not been sufficient time for these patents to garner citations in the later years. We can anticipate that if we were to revisit this distribution for the younger cohorts in a later year, the distribution of citations by year will more closely resemble that of the older cohorts. But the tail-off is more dramatic for patents in the electronics subcategory.

There are two primary responses to the truncation issue seen in the literature. The first of these we term the “fixed-effect” approach. We term the simplest approach, pioneered by Jaffe and

² It might be argued that it would be even more defensible to look at the original patent filing date: that is, the date the original patent filing was made, before taking into account divisions, continuations-in-part, and the like. But given that the various versions of NBER patent databases do not readily allow such a determination, and that such a step would doubtless intensify the truncation problems that we discuss in this essay, such an alternative approach appears impractical.
Trajtenberg (2002) and HJT (2001, 2005), time adjusted: one estimates a distribution function of the patents and citations over time using non-truncated data, then infers what the truncated data should look like.

The time fixed effect adjustment relies on “re-scaling” firms’ patent information with data about patent population during a certain period. In the adjustment for patents, the annual heterogeneity is removed by dividing the number of granted patent applications assigned to each firm in a year by the total number of granted patents applied for in a corresponding year:

\[ Adj \, Paten_{ft} = \frac{n_{ft}}{N_{t}} \]  

(1)

where \( Adj \, Paten_{ft} \) is the adjusted number of granted patents applied for by firm \( f \) in year \( t \), \( n_{ft} \) is the total number of granted patents applied for by firm \( f \) in year \( t \), and \( N_{t} \) is the total number of granted patents applied for in year \( t \).

Similarly, when adjusting citations, the annual heterogeneous component is corrected by dividing the number of citations received by each firm by the average number of citations received by patent cohorts in the same year:

\[ Adj \, Citation_{ft} = \frac{\sum_{i}^{n_{ft}} Citation_{i}}{\sum_{j}^{N_{t}} Citation_{j}/N_{t}} \]  

(2)

where \( Adj \, Citation_{ft} \) is the adjusted number of citations received by firm \( f \) to granted patents applied for in year \( t \), \( Citation_{i} \) is the number of citations received by \( i \)th patent from firm \( f \), \( n_{ft} \) is the total number of granted patents applied for by firm \( f \) in year \( t \). \( Citation_{j} \) is the number of citations received by \( j \)th patent applied for in year \( t \), and \( N_{t} \) is the total number of granted patents applied for in year \( t \).

This approach was originally developed for the use with aggregate patent data, but has since been applied to individual patent data as well (e.g., Chemmanuer and Xuan’s 2018 analysis...
of hostile takeovers). It might be thought that such inferences would be extremely noisy at the individual patent level, as very small differences in early citation rates—especially if they vary across technology class and spatially—could be amplified through such an imputation approach. As suggested by Figure 2(b), differences across technologies over time may also pose problems. Finally, work by Nicholas (2008) and Kolev (2013) suggests that more fundamental patents have a much longer “half-life” of citations than more routine extensions, which might lead us to worry that such inferences could introduce systematic biases.³

A variant, also pioneered by HJT (2001), which we term time and tech class adjusted, is to look at patents and citations relative to those awarded in the same technology class and year. In this adjustment, the information about different patent classes in different years is also used in the adjustments. The number of patents in different class assigned for each firm in a year is adjusted with total number of patents applied in corresponding year and class:

\[
\text{Adj Patent}_{ft} = \sum_{k}^{M} \frac{n_{fk}t}{N_{kt}}
\]

where \(\text{Adj Patent}_{ft}\) is the adjusted number of granted patents for firm \(f\) applied in year \(t\), \(n_{fk}t\) is the total number of granted patents for firm \(f\) applied in year \(t\) in class \(k\), and \(N_{kt}\) is the total number of granted patents applied in year \(t\) in class \(k\). \(M\) is the total number of patent classes in the data. In our analysis, \(M\) equals 6, based on the HJT classification.

---

³ A related approach is to only use citations in a short window after a patent award. For instance, Lerner, Sorensen and Stromberg (2011) only look at citations in the three years after awards. This avoids some of the issues delineated above, but early citations only capture a very small number of total citations. Thus, the information that is discarded through such an approach is potentially quite significant.
The same is true for citation adjustment: we divide the number of citations by patents in different classes for each firm in a year by average number of citations for patent cohorts in each patent class in the same year.

\[
\text{Adj Citation}_{ft} = \sum_k^M \frac{\sum_i^{n_{ft}} \text{Citation}_i}{\sum_j^{N_{kt}} \text{Citation}_j / N_{kt}}
\]  

(4)

where \(\text{Adj Citation}_{ft}\) is the adjusted number of citations received by firm \(f\) to granted patents applied for in year \(t\), \(\text{Citation}_i\) is the number of citations received by \(i\)th patent from firm \(f\), \(n_{ft}\) is the total number of patents for firm \(f\) applied for in year \(t\) in class \(k\), \(\text{Citation}_j\) is the number of citations received by \(j\)th patent applied for in year \(t\), and \(N_{kt}\) is the total number of granted patents applied for in year \(t\) in class \(k\). \(M\) is the total number of patent classes in the data. Again, \(M\) is 6, based on the HJT classification.

This methodology has also had widespread use in the finance literature. For instance, Seru (2014), in his analysis of the impact of conglomerates on innovation, uses the ratio of the number of citations per patent for each firm to the mean citations per patent in the same cohorts as the firm’s patents. Ideally, this approach will control not just for truncation problems, but also adjust for the shifts engendered by changes in patent office policy and technological fluctuations. However, the approach is still subject to distortions: a single early citation may lead to a large ratio. The issue of important patents having differing citation profiles over time (as discussed above) is also a problem here. Moreover, as Hall and co-authors (2001) suggest, by undertaking such a normalization, one may be sweeping away information: for instance, if a key innovation leads to a substantial burst in innovation in a given industry.

A second class of approach is what we term the “quasi-structural” one. In summary, this method “models” the distribution of citations based on citing year effects, cited year effects, and
propensity to cite fixed effects for different technology classes (Detailed descriptions of this adjustment are in Online Appendix B.) For brevity, we produce analyses with adjustments using citing year and cited year effects. The analysis based on propensity to cite adjustment is relegated to Online Appendix B and the tables and figures there. This method also has its share of potential problems, since it is hard to model distributions over time, which may be altered as new patents and technologies are added in the models.

In conclusion, the time lag between the filing of a patent application and its subsequent grant results in a mechanical tail-off in patent grants towards the end of the sample. Moreover, it may be a decade or longer after a patent is filed before one can get a good sense of how influential it is from citations. While it is possible to adjust the number of patent grants and number of patent citations received in early years based on historical patterns—and thus project the total number of patents or amount of citations likely to be ultimately received—these estimates can be quite imprecise and potentially biased. To understand why, we need to explore the changing composition of inventors in a region or sector.

2.B Changing Inventor Composition

Were the composition of patents the same over time, the implications for corporate finance researchers from the truncation issues discussed in Section 2.A might be thought to be relatively modest. Some simple corrections could address these truncations. Rendering this problem particularly difficult, though, is the dramatic changes in the composition of inventors across regions and sectors seen over the past several decades. The interaction between truncation and changing inventor composition can lead to biases in firm-level analyses, as we discuss in Section 3. We explore the second of these factors in this section.
First, it is important to highlight that the past three decades have seen a dramatic acceleration in patenting activity in the United States and elsewhere in the world. Figure 1(a) depicts the number of patent awards in the U.S. in the NBER 2006 database and highlights the three-fold increase between 1975 and 2006. If we look at patent applications (whether ultimately successful or not) during the same period, there is a four-fold increase, as Figure 1(c) reveals. (This data series, unlike the others in the paper, is drawn from the annual reports of the USPTO, not the NBER database.)

Practitioner accounts suggest that this increase in patent filings was a response to the increase in patent rights, rather than a reflection of an endogenous shift in the amount of innovation. This shift towards a more “pro-patent” policy has been effected most dramatically through the decisions of the Court of Appeals for the Federal Circuit (Merges (1992)).

Were this a case where the increase was uniform, it again be addressable through a series of correction factors. But this secular trend towards more patenting is not uniform across technology classes or regions. Thus, simple adjustments such as time fixed effects will fail to fully account for such interactions, which can then bias inferences in predictable ways. In particular, the propensity to patent across technologies and industries varies dramatically in time-varying ways, and as a result the “density” of patents in given areas may be very different. Thus, some patents will be heavily cited due to their technological location, rather than their fundamental innovativeness.

These issues are illustrated in Figure 2(a), which compares awards assigned to the HJT “computers and communications” (henceforth computers) and chemicals classifications. The figure makes clear that computers experienced a much more dramatic run-up in patenting activity in the 1980s, 1990s, and early 2000s.
Figure 2(b) illustrates the differing truncation of patent citations across industries. It shows that the distribution of patent citations to computer firms is skewed leftward: more citations happen sooner after the award. The more rapid tail-off in the citations may be due to two factors: (a) the more rapid obsolescence of these technologies, leading to a reduced propensity to cite older awards, and (b) the more recent vintage of the typical patent in this area. As we will demonstrate, these measurement problems can have very substantial implications for empirical analyses, especially ones that explore innovation across firms in similar industries using different technologies.

Relatedly, the rate of patenting has grown at different rates across regions. Many patent-based analyses exploit regional differences in order to identify effects: e.g., using the staggered adoption of policies by different states. Any analysis that hopes to explain differences in innovativeness across firms but does not control differential patenting across regions is likely to result in problematic inferences.

To illustrate the severity of the problem, we proceed here by comparing patents by assignees in a state that has frequently been on the cusp of business-friendly policy reforms, Delaware, with California and Massachusetts, which have been accused of being at the other extreme. Figure 3(a) reveals that patenting only increased between 1990 and 2000 by a few percent for inventors in Delaware, while for inventors in the other two states, the increase was two-and-a-half fold. Figure 3(b) shows that patents with assignees in California and Massachusetts were more

---

4 Another contributing factor are differential lags between application and grant dates. Online Appendix C (Panel A of Table C1) shows the distribution of the lag (in years) between application and grant date for patent applications across technology classes. There is some heterogeneity across classes, with computer patents having the longest lag. Panel B of Table C1 in the Online Appendix shows the lag (in years) between citing and cited patents across technology classes. Again, there is considerable heterogeneity across technology classes.
likely to be cited. The figure also highlights that the drop-off in citations is more concentrated for the California and Massachusetts patents in the very last years of the sample.

Of course, behind these differences are considerable disparities in the industry composition of the firms active in these states. Computer and electronics firms are far more likely to be located in California and Massachusetts. Moreover, the mixture of industries across states changes over time. As we will demonstrate, not accounting for industry composition across states might lead us to spuriously conclude that these policies affected innovative activity at firm level.

3. The Consequences for Firm-Level Analyses

We explore the consequences of truncation and a changing patent mix in patent and citation data for firm-level analyses such as commonly seen in corporate finance. While several methods are available to account for biases due to time, technology class, and region, as discussed earlier, these methods are primarily for adjusting for biases at the patent level. Most research in corporate finance is at the firm level. We now demonstrate that the popular methods available to account for these biases at the patent level may not be sufficient when one aggregates patents at the firm level. In particular, we will demonstrate that the residual measurement problems that emerge are not pure noise, but rather are related systematically to firm characteristics. This makes it difficult to disentangle firm-level factors that truly impact innovative activity from spurious measurement error induced due to the problems discussed above.

To illustrate the nature of the problem, we estimate the firm-level bias that is created by truncation issues. We do so by computing the difference—both unadjusted and adjusted for truncation using popular methods—between (a) the patenting and citation activity of a firm in a given year as recorded by the end of the 2006 NBER data relative to (b) the patenting and citation
activity of the same firm in the same year as recorded in “our data” that tracks patents granted through the end of 2012. Our dataset is constructed by scraping the patent records directly from 1976 through 2012, using a similar procedure as in Kogan et al. (2017).

More specifically, we construct the unadjusted “patent bias” for each firm-year by comparing the number of patents for each firm filed in each application year in our data (thus, which have been granted by 2012) and in the NBER 2006 dataset (i.e., granted by 2006). It should be noted that this measure will understate the true extent of the truncation problem since there will be patents granted subsequent to 2012 based on applications from 2006 and before. We repeat a similar exercise to compute “citation bias” for each firm-year: we compare the number of citations to all the patents that each firm filed in each application year in our data (i.e., citations in patents granted by 2012 to applications filed by a firm in a given year and granted by 2006) and in the NBER 2006 dataset (i.e., citations in patents granted by 2006 to applications filed by a firm in a given year and granted by 2006). Finally, we also construct various versions of firm-level adjusted patent and citation bias measures. We do so by using methods that adjust for biases at the patent level, as discussed in the previous section.

Next, we undertake regression analysis to relate these firm-level biases to firm characteristics using a sample of publicly listed firms. We explore how these biases relate to the following characteristics: Firm Size (Log Size), Market Value to Book Value (Log M/B), R&D Investment to Sales ratio (Log RD/Sales), Cash to Assets ratio (Log Cash/Assets), Return on Assets (ROA), Market Leverage (Log Leverage), and Bid-Ask Spread (Log Spread). In addition, we explore how the firm-level biases might relate to geographic and technology class characteristics of the firm by accounting for the number of granted patents in the same class as the modal technological class of the firm’s patents (Log (Patents in Technology Class)) and the
number of granted patents in the same state as the modal state of the assignees in the firm’s patents (Log (Patents in State)). Online Appendix D details the exact definitions of these variables and how they were constructed. There are a total of 1807 publicly listed patenting firms in our sample, with 1443 firms having no missing information.

We analyze both unadjusted biases and adjusted ones. In the figures, we focus on all the popular methods used in the literature discussed in Section 2.A. Tables 1 and 2, in the interests of space, focus on just one adjustment method (time and technology). The results using the other methodologies (in Online Appendix E) look qualitatively very similar to those reported in the paper.

3.A Unadjusted and Adjusted Biases in Publicly Traded Firms across Time: Graphical Analysis

Figure 4A illustrates the firm patent bias over time. We sum the patent bias across publicly traded firms by application year. The resulting patent bias is more severe for more recent patents than older ones. This is because many patents that are applied for close to 2006 end up being granted between 2007 and 2012. While the adjustments—the time fixed effects and the time and tech class fixed effects—help alleviate some of the truncation problem, a significant portion of the bias remains. Several thousand missing patents remain unaccounted for, even after the adjustments. We also present the patent bias on a per firm basis, and find similar patterns.

Figure 4B shows the citation bias over time. We again sum citation bias across publicly traded firms by year, as well as taking the average per firm. Here, the trend is a bit different. The bias is most severe during the year 1998, which is eight years before the end of the sample period in 2006. Using information on citations granted to these patents for another six years past 2006—which implies that we track citations for these patents 14 years after issuance—yields a large
number of subsequent citations to these patents that were not captured until 2006. In contrast, the bias is not as large for patents granted as of 2006. This is likely because tracking citations for six years after issuance—that is between 2006 and 2012—is not long enough of a time period to capture the bulk of subsequent citations, as citations tend to peak with some lag (see HJT (2001)). Thus, we are likely severely underestimating the true extent of citation bias for the patents that are granted towards the end of the sample. While the adjustments are useful in alleviating some of the bias, a significant bias remains. In essence, adjustments using historical data do not fully account for the time-varying dynamics at the firm level in both patents and citations.

3.B Unadjusted and Adjusted Biases in Publicly Traded Firms across Technology Class: Graphical Analysis

Figure 5 (Panels A to C) shows the patent bias at the firm level for different technology classes, again unadjusted and adjusted. Firms are assigned to a particular technology class in a given year, based on the modal primary patent class of patents produced by the firm in that year (using the U.S. patent classification system). We then sum the bias across publicly traded firms in each technology class, as well as taking an average per firm. It is clear that the most severe patent biases are concentrated in the computer and the electronics classes. This reflects the explosion of patents in these sectors relative to other classes, especially towards the end of the sample.

Similar patterns emerge when we adjust the bias in Panel B and Panel C. Interestingly, when we adjust by the fixed-effect method, some classes display a “negative bias”: the adjusted number of patents exceeds the actual number issued through 2012. This pattern may reflect the failure of the fixed effects to fully capture the rapid acceleration of computer-based patenting and the declining share of other classes.
Figure 6 shows the citation bias at the firm level for different technology classes. As before, we assign publicly traded firms into technology classes in each year and sum and average the citation biases. Compared with the large unadjusted citation biases in Panel A, the adjustments in Panels B through D do help. However, as was the case before, a significant part of the bias remains, particularly when it comes to computer patents. Finally, the pattern of citation bias peaking earlier in time than patent bias, discussed in Section 3.A, emerges across technology classes.

To the extent that citation and patent bias across technology classes illustrated in this section varies within and across firms, granted patents and their citations within and across firms will be less comparable as we get closer to the end of the sample period in the NBER dataset.\(^5\)

### 3.C Unadjusted and Adjusted Biases in Publicly Traded Firms across Regions: Graphical Analysis

Figure 7 illustrates the distribution of patent bias at the firm level across different states. We assign firms to different states based on the modal US state or territory of the assignees recorded by USPTO at the time of the application.\(^6\) We then sum the bias by state across publicly traded firms, as well as taking an average per firm. As can be observed, total patent bias is mainly concentrated in states like California, New York, Texas, and Washington. This reflects not only

---

5 Another way to illustrate this issue is based on Online Appendix F. The figure shows the distribution of granted patent applications (Panel A) and the mean number of citations per patent (Panel B) for the six HJT technology classes. This analysis is undertaken at the firm level, with firms assigned to the modal class of patents granted to a given firm in a given year. The figure highlights, when aggregated at firm level, the substantial heterogeneity in the volume and time trends of patents and citations.

6 In a few rare instances, firms report multiple assignee states for a patent. We randomly picked a state in such situations. Doing this procedure several times assured us that the inferences made in this section are not sensitive to this choice.
the size of the states (there are many more patent applications), but also the concentration of computer firms in these states. The patterns in the unadjusted data (Panel A) remain even after adjustment in Panels B and C. Again, we see “negative bias” in some states.

Figure 8 shows the distribution of citation bias at the firm level across different states. We again sum the citation bias in a state across publicly traded firms, with firms assigned to states each year as discussed above. Similar to patent bias, states like California, New York, and Texas suffer most from citation bias. Adjustments help to some degree, but significant bias remains. As we noted before, patent and citation bias by state is particularly evident among recent patents.

When we look at the average bias per firm on the state level, we find that, unlike in Figures 4 through 6, the calculations in Figures 7 and 8 lead to the identification of a different subclass of patents as those with the greatest absolute bias. In particular, we find that two states frequently are identified the largest absolute patent and citation bias: Idaho and Oklahoma. In both cases, the states are characterized by relatively few publicly traded firms. Moreover, they have very skewed patenting activity. A single firm, Micron Technologies, represented 80% of Idaho’s patenting in many years over recent decades, and alone exceeded the patenting output of a number of states. Oklahoma is similarly characterized by a small number of oil-and-gas firms that are prolific patentees.

3.D Unadjusted and Adjusted Biases in Publicly Traded Firms across Industries: Graphical Analysis

As we have seen from our analysis so far, these biases occur more in some technology classes and regions than others. To the extent that firms in some industries are more active in certain technology classes and regions, we might expect these biases at the industry level as well.
In Online Appendix G, we plot the patent bias at the firm level across different industries, defined using the NAICS code and Standard Industrial Classification (SIC) codes. We assign firms into different industries at time of the patent application using Compustat. We then sum the bias by industry across publicly traded firms. Patent bias is mainly present in industries like manufacturing (especially class 33, which includes computer and communications equipment manufacturing), information technology, and services (which includes computer systems design and R&D services). The adjustments reduce the biases, but considerable distortions still exist. A comparison of Panels B and C shows that adding controls for technology class has very little impact on the biases across these industries: either these classes are too crude, or the differences across industries in patenting growth are largely orthogonal to the controls. A second analysis in Online Appendix G illustrates the citation bias at the firm level across different industries. The unadjusted citation bias is mainly concentrated in manufacturing, information technology, and services. It proves difficult to eradicate even with fixed-effect and quasi-structural adjustments.

3.E Unadjusted and Adjusted Bias and Firm Characteristics in Publicly Traded Firms: Regression Analysis

Our analysis so far has illustrated the bias in patent and citation counts at the firm level that varies across time, technology class, region, and industry. Moreover, popular patent-level methods for adjustment seem to be insufficient in eliminating this bias. At the firm level, another adjustment for such “measurement error” in patenting and citations could be to estimate regressions that account for time- and firm-invariant characteristics using time and firm fixed effects. We now show that this approach is not sufficient either. Consistent with our discussion earlier in this
section, this analysis will reveal that these firm-level biases vary in complex fashion across time, technology class, regions, and industries.

To illustrate this more formally, we estimate fixed-effect OLS regressions in Table 1. The unit of observation in each case is firm-year observations of patent bias between 1976 and 2006, with the results reported in six columns. The six columns employ as our dependent variables unadjusted patent bias (columns 1-3) and patent bias adjusted for time and technology class fixed effects (columns 4-6). While we pick the most stringent patent-level adjustment for presentation, our results are similar when we use other adjustments instead. The dependent variables are computed as the adjusted or unadjusted difference in log of one plus number of successful patents filed by a firm in a given year as of 2012 (“our data”) and log of one plus number of successful patents filed by that firm in the same year as of the end of sample in the NBER 2006 dataset. Logarithms are taken to account for skewness in patenting activity.\(^7\)

In Table 2, we employ a similar specification using unadjusted and adjusted citations bias as the dependent variables. In particular, the six columns employ as dependent variables unadjusted citation bias (columns 1-3) and citation bias adjusted for time and technology class fixed effects (columns 4-6). As before, while we pick the most stringent citation adjustment for presentation, our results are similar when we use other adjustments instead. The dependent variables are computed as the adjusted or unadjusted difference in the log of one plus the number of citations to all patents of a firm applied for in a given year and granted by 2006 in our data and the log of one plus the number of citations to the same set of successful patents of that firm in the same application year in the NBER 2006 dataset. Restricting the successful patents from our data

\(^7\) We do not use for the analysis in this section firms without any patenting activity between 1976 and 2006.
to only those that are granted by 2006 allows for comparison with successful patents in the NBER 2006 data. Logs are taken to account for skewness in citation activity.

In specifications covering both the tables, we also iteratively employ time, technology class, industry, and firm fixed effects to account for characteristics that might be driving the biases in patent and citation activity. We include a host of firm-level variables (described in detail in Online Appendix D) to assess how the patent and citation bias might be related to these characteristics. This allows us to explore if—conditional on adjustments for time and technology class and accounting for time, technology, industry, and firm fixed effects—these biases are orthogonal to firm characteristics. Put another way, can the measurement error in patent and citation counts at the firm level due to truncation issues be called “classical” measurement error? If the error is classical, we may not have to worry about such biases confounding inferences about our explanatory variables in many cases.

Several facts emerge from the analyses in Tables 1 and 2, as well as the additional regressions reported in Online Appendix E. First, we see that various firm-level measures—firm size, R&D to sales, market-to-book ratio, cash to total assets, leverage, and spread—are statistically related to both patent and citation bias in most specifications. For instance, larger firms, as well as those with high market-to-book ratios, invariably have greater patent and citation bias, an effect that is statistically significant at the 5% confidence level in all reported regressions. Similarly, the R&D-to-sales, leverage, and cash to total assets ratios are also, by-and-large, strongly positively related to both patent and citation bias. Spread is also by-and-large strongly negatively related to these biases. ROA also tends to explain patent bias, with higher return firms exhibiting more bias. Importantly, these relationships exist even after we control for time, technology class, and industry fixed effects. In addition, these patterns survive the most stringent
specification with time and firm fixed effects. These results suggest that our findings exist even when we exploit within firm variation and therefore are not simply driven by the changing composition of firms over time.

One can rationalize the firm-level relationships in these specifications. Larger firms, as well as those that spend heavily on R&D, might produce more complex patents that require a longer time to be approved. Consequently, these patents might take longer to be granted and, for those that are granted, to accrue citations, leading to a positive patent and citation bias. One can make analogous arguments for why higher cash-to-assets (greater financial strength) and lower spreads (higher liquidity) might be related to these biases.

Second, the economic magnitudes of these relationships suggest that a large portion of both unadjusted patent and citation biases is explained by firm-level variables. For instance, a one standard deviation change in log size is associated with a 0.05 standard deviation change in unadjusted patent bias (column 2, Table 1). A similar change in log size is also associated with a 0.12 standard deviation change in unadjusted citation bias (column 2, Table 2). Similarly, a one standard deviation change in log R&D-to-sales ratio is related to about 0.03 standard deviation change in unadjusted patent bias (column 2, Table 1) and 0.5 standard deviation change in unadjusted citation bias (column 2, Table 2).

Third, the economic magnitudes we discussed above are similar when we use adjusted patent and citation biases as dependent variables instead. For instance, a one standard deviation change in log size is related to about 0.01 standard deviation change in adjusted patent bias (column 5, Table 1) and about 0.08 standard deviation change in adjusted citation bias (column 5, Table 2). Moreover, the effects are similar when we consider the most stringent specifications with firm fixed effects. In particular, a within firm one standard deviation change in size is related to
about a within firm 0.02 standard deviation change in adjusted patent bias (column 6, Table 1) and 0.03 standard deviation change in adjusted citation bias (column 6, Table 2). It is worth noting that while the magnitudes are larger in the case of citation bias, they are reasonably large for patent bias as well. This is the case for both unadjusted and adjusted variables being employed in the analysis. Recall, that we had picked the most stringent patent and citation level adjustment for presentation.

Fourth, the log of the total number of granted patents in the same technology class as the modal technology class of the firm’s patents (log (Patents in Technology Class)) and the log of total number of citations to granted patents in the same technology class as the modal technology class of the firm’s patents (log (Citations in Technology Class)) are strongly positively related to both patent and citation bias. Tables 1 and 2 reveal that this strong relationship exists across specifications, including those with industry, technology class, time, and firm fixed effects. In addition, there is weaker evidence that citation and patent biases are negatively related to log of the total number of granted patents in the same state as the modal state of the assignee on firm’s patents (log (Patents in State)) and log of the total number of citations to granted patents in the same state as the modal state of the assignee on firm’s patents (log (Citations in State)). This is certainly the case when we employ specifications with firm and time fixed effects (columns 3 and 6 of both Tables 1 and 2). These findings underscore the importance of technology class and region on inferences at the firm level. The different signs of the relationships further confirm the complex nature of these biases as they relate to technologies and regions, as well as the inability of firm fixed effects, time fixed effects, and popular patent-level adjustments to alleviate them.

Finally, we conduct in unreported analyses several additional tests that confirm the reliability of inferences derived above. For instance, citation and patent biases are more strongly
related to firm characteristics in patents granted towards the end of the sample. This is assuring because, as discussed earlier, younger patents are ones where one expects biases to be systematically related to firm characteristics.

We reach similar conclusions when using the new method for adjustment of truncation proposed by Jaffe and de Rassenfosse (2017). The authors suggest comparing patenting or citation activity with the “group of patents” to which the patent of interest belongs. Therefore, the group of patents considered for this adjustment, following this new approach, is all those granted to all the publicly traded firms. This differs from the earlier adjustments, where the comparison set is the entire population of patents. In interest of brevity, we present this analysis in Online Appendix E. As Table E2 shows, when aggregated at the firm level, these biases are still related to firm characteristics, after applying these adjustments. As before, variables such as market-to-book ratio, R&D expenditures, and leverage predict variation in patent and citation biases at the firm level.

Taken together, this analysis shows that the patent-level truncation problems create complex biases both in terms of patents granted and citations, when patents are aggregated at the firm level. These biases are not addressed by the usual adjustment methods in the literature. Adding fixed effects at the firm, industry, and year level also are not sufficient. Substantial patent and citation bias remains, which is systematically related to firm characteristics such as size, R&D intensity, leverage, cash-to-assets ratio, and spread. It is also related to technological and regional characteristics of firm’s patenting. As a result, several inferences that researchers might attribute to a phenomenon that they are studying may instead be driven by the bias—i.e., by non-classical measurement errors.

4. A Robustness Checklist and a Way Forward
Our paper has highlighted how patent and (particularly) citation biases can be correlated with key firm-level characteristics that are of interest to researchers. While the basic issues confronting users of patent data are similar to ones that those analyzing almost any contemporaneous database face, the dramatic changes in the direction and location of technological innovation (and patenting practice) over recent decades have led to biases in patent-based analyses.

As we have highlighted, there is no single adjustment method that can straightforwardly address these issues. The dynamic nature of technological change, shifts in patent policy, and endogenous firm responses means that any formulaic set of adjustments would soon be out-of-date.

In this section, we suggest two sets of remedies to these problems: a robustness checklist and a more involved longer-term remedy using machine learning.

4.A A Checklist

As we have highlighted above, patent data poses significant and often poorly understood challenges to scholars in finance and related fields. In particular, the interaction of the truncation of patent data and the changing composition of inventors in a region or sector can lead to significant distortions that may affect firms with particular characteristics, such as those of a large size or with low book-to-market ratios. These distortions can lead to problematic inferences, particularly when studying reasonably proximate events (or more precisely, those reasonably proximate to the end of the patent data-set).
To avoid these pitfalls, we would suggest that researchers subject their analysis to a checklist of robustness tests (Table 3). By applying these additional robustness tests, they can assure themselves and their readers that many of the problems we documented have been avoided.

These checks are not intended to create a series of impossible hurdles for researchers that seek to use patent data. Rather, they are intended as parallel diagnostic approaches that should serve as a springboard for follow-on questions, if the answers are troubling. For instance, if in response to the evaluation suggested by item 5 ("robustness with respect to firm characteristics"), it is found that the results look very different with and without the inclusion of high book-to-market firms, it would be appropriate to better understand the roots of this disparity. The researcher should explore to what extent the effect is seen throughout the sample, or if it is concentrated in the sample’s final years. In the latter case, it might be appropriate to worry about the deleterious effects of biases, and explore the robustness of the results further. As a concrete example, consider the literature on the impact of state anti-takeover legislation on innovation that has suggested widely varying patterns (for instance, Atanassov (2013), Becker-Blease (2011), and Chakraborty, Rzakhanova, and Sheikhb (2014)). Were these earlier works to have applied the tests articulated in item 4 ("robustness with respect to geography") and item 5 ("robustness with respect to firm characteristics") to their analyses, we believe, the authors would almost certainly have been far more guarded in their conclusions regarding the relationship between anti-takeover legislation and innovation. Similar arguments apply to the literatures that connect banking deregulation and policies that altered liquidity in the stock market to innovation, among others.

The first set of robustness tests asks researchers to focus on biases due to differences/changes in composition of their samples. As we have discussed, spurious results regarding the impact of policy changes or firm decisions may result when changes in the
composition of sub-samples are ignored. Our recommendations in the first few tests in the checklist are therefore to:

- Provide results on how the patent and citation bias are related to the policy or firm choices being studied:
  - The first step here is to compute patent and citation biases using patents granted to the same firms and applied for during the same time period, employing different versions of patent data, much like our analysis in Section 3.
  - Our recommendation is to compute these biases after adjusting for technology and time effects at the patent level, since this seems to be the most stringent patent-level correction.
  - These can then be related to the key policy changes under study, to see whether the measurement errors are correlated with the variables of interest.

- Provide estimates of patent and citation changes in response to the policy or firm decision being studied for different subsamples across:
  - Different time periods: It is important in particular to assess the role of few years towards the end of the sample. It is particularly critical to do this test when evaluating policies or choices where much of the activity of interest lies within a decade of the end of the database.
  - Different technology classes: It is important in particular to assess the role of heavy patenting technology classes highlighted in Section 2. Again, the acceleration of activity in recent decades may play havoc with inference otherwise.
Different states: It is important in particular to assess the role of regions that have experienced a recent acceleration in patenting, such as California and Massachusetts, as also highlighted in Section 2.

Different classes of firms: It is important in particular to assess the role of firms that have experienced a particular acceleration of patents, such as those with a high market-to-book value.

The final set of tests explore the robustness of the results to the more general limitations of the patent data, as discussed in Online Appendix H. These include exploring the potential distortions introduced by:

– The exit of firms.
– The inability to match exactly patents to listed firms.
– The potential for strategic behavior in patent assignment and citation.

To help researchers, we have captured these considerations in the form of eight key checklist items, which we list in Table 3.

Again, we should emphasize that as with any checklist, it must be utilized by researchers, editors, and referees with judgement. Few papers will be perfect along all dimensions: that does not mean that these papers should not be published. Similarly, some papers may look good along seven criteria but deeply flawed on the eighth: these may merit rejection.

4.B The Application of Machine Learning

We next explore the application of machine learning to address concerns about patent and citation bias. In particular, our analysis in the paper suggests that the traditional adjustments discussed above by themselves are not able to systematically address the biases in patents and
citations at the firm level. Moreover, these biases tend to be correlated with firm-level characteristics, rendering analysis and inferences using firm-level data open to erroneous conclusions.

The conventional adjustments are targeted to think about various biases at the patent level. We now ask if using machine learning—exploiting a richer set of data at the firm level—might help in reducing these biases. In this section, we are not trying to develop the best, state-of-the-art machine learning model to address this problem. Rather, our approach ambition is more modest. We assess if using even basic ML methods might do “better” than using conventional patent-level adjustments when doing firm-level analyses. As such, that analysis is designed to be more indicative of the potential of this approach more than anything else.

We provide a short summary here; a more technical account is in Online Appendix I. The interested reader is also referred to the relevant code and underlying data, which are posted at https://github.com/YuanHBS/Patent-Counts-and-Citation-Prediction.

We undertake two sets of machine learning predictions. The first seeks to address the patent-level bias at the firm level and the second one targets citation bias:

- In the first analysis, we focus on patent bias. For each firm that has a Compustat identifier in the 2006 NBER database, we attempt to predict the number of patents that will be ultimately granted to each firm in each filing year and HJT technology class between 2002 and 2006. We then compare the predicted values to the actual granted patents in these filing years and classes recorded as of the end of 2012. To do this, we proceed as follows:
  - We use patents applied for between 1976 and 2001 as the training data for the ML models. For this set, we determine the best predictors of the number of patents applied for in each year and awarded through 2006. To make the predictions, we
use several explanatory variables: the counts of patent applications made by the firm in the prior six years and awarded by the end of 2006, broken down the patent category (which of the six HJT classes that the patent has a primary assignment to), and a variety of financial firm-level variables. We use six popular ML models to make the predictions. (Online Appendix I presents other variants of these models.)  

- Using the relationships established using the training data, we predict the number of patents that will be granted to each firm in each year and class between 2002 and 2006.

- We then compare the predicted values to the actual granted patents, recorded as of the end of 2012.

- In the second analysis, we focus on citation bias. We seek to predict the total citations received by each patent in the first ten years after ultimately granted patents at the firm level every year. We use patents applied for between 1976 and 1992 as the training data for the ML models. We then compare the predicted values to the actual citations—for patents filed between 1993 and 2002—recorded as of the end of 2012.

- For this set, we determine the best predictors of the citations received within ten years of issue by patents applied for in a given year. To make the predictions, we

---

8 One subtle issue is that the model must account not only for the relationship between patent activity in the prior six years and that in the year under examination, but also the changing impact of patent bias. As we approach 2001, not only are the awards in the year under examination subject to patent bias, but so are those in the six years prior as well.

9 The assumption underlying this choice was that the typical patent applied for in 1992 would have issued by 1996, and thus we would be able to accurately count the number of citations received in its first ten years by the end of 2006. Those received in subsequent years would not necessarily have a full ten years to be cited.
use several explanatory variables: the counts of patent applications made by the firm in the past six years and awarded by the end of 2006, broken down the patent category (which of the six HJT classes that the patent has a primary assignment to), the same financial firm-level variables, and the predicted patent count in the earlier analysis.

- We then predict, based on these coefficients, the number of citations in the ten years after issue for patents applied for by a firm in the years from 1993 and 2002.
- We compare the predicted values to the actual citations recorded as of the end of 2012.

Having derived the predicted patent and citation counts from the ML model, we then need to assess their performance. To do this, we create alternative estimates of patenting and citation activity that do not involve machine learning. We will compare accuracy of the various predictions, in order to assess whether the machine learning estimate is better or worse than these “less sophisticated” estimates.

The first, which we term the raw benchmark, is the actual patents or citations in the decade after the patent issues activity in the 2006 NBER dataset. Thus, we use the number of patents applied for by each firm in each year and patent class between 2002 and 2006 and awarded by the end of 2006 on the one hand, and the number of citations that patents applied for by a firm in each year from 1993 to 2002 and patent class had received as of the end of 2006.

But we know that these predicted values are going to be undercounts, as they do not include any activity (additional patents granted or citations received for patents filed before 2006) between 2007 and 2012. For instance, we know that while a firm will have a rather modest share of the patents that it applied for 2002 remaining unissued by December 2006, many more of the patents
it applied for in 2005 will not have issued by the end of 2006. We thus developed a second prediction, which we term the time-adjusted benchmark. This alternative measure makes extrapolations, akin to the time-adjustment methodology described above, for both the patent and citation counts. The precise formula for these adjustments is described in the appendix, but essentially it involves adjusting (scaling) the patents and citation counts upward based on overall historical patterns.

But the time-adjusted benchmark is not the best adjustment we could do, as it does not reflect the differences in the evolution of patenting across technology classes discussed above. We thus developed a third benchmark, which we term the enhanced time-and-technology adjusted benchmark. The precise formula for these adjustments is described in the appendix, but essentially it involves further tuning the patents and citation counts by incorporating technology class patterns. For citations, we also employed the quasi-structural methodology, based on the methodology described in Appendix B.

We then compared the output of the ML model with the raw benchmark, the time-adjusted benchmark, and the enhanced time-and-technology adjusted benchmark for patents, and with these three benchmarks and the quasi-structural one for citations. We used two primary statistical approaches to make these comparisons. In the root mean square error (RMSE) approach, the smaller the test statistic, the better the prediction. For the R squared and Pearson product-moment approach, the closer the test statistic is to one, the better. The RMSE and R squared approaches are the most popular ways to evaluate machine learning predictions, while the correlation is considered as an auxiliary metric.

As can be observed from Tables 4 and 5, the ML approaches perform strongly. All our six ML models that use firm-level information consistently predict the patent counts better than the
raw, time-adjusted, and enhanced time- and technology-adjusted data. Similarly, our ML models using firm-level information consistently predict the patent citations better than the benchmarks. In Appendix I, we report the results on several additional analyses using modified approaches to estimations in several additional tables. These robustness checks also perform considerably better than the traditional methods of addressing patent and citation bias. These results strongly suggest that using machine learning methods that rely on firm information have considerable power in this setting.

Overall, we have developed and incorporated an analysis that uses machine learning to generate adjustments that can perform considerably better than traditional adjustments used in the literature. We illustrated that adjustments generated by a variety of machine learning-based models using firm-level information–in addition to patent-specific information that is employed for popular “patent-based” adjustments in the literature–minimizes patent and citation bias at the firm level. While the goal of this analysis is simply to be indicative of the potential of this methodology, it underscores the importance of using firm-level information when adjusting for patent and citation bias and points to a direction to resolving these challenges. Incorporating more advanced ML methodologies might further increase the prediction accuracy and is a promising future research direction.

4.C Final Thoughts

We conclude with a topic for future research. One enduring point is the limitations of the existing systems for addressing truncation issues, especially in light of the systematic biases that we highlight above. We are struck by the power of even a parsimonious set of machine learning methodologies. In particular, it suggests that incorporating firm-level information appears to
contribute considerable information to the inference process. Assessing what other firm-level information could be used for efficient prediction of patents and citations at firm level (and therefore for developing firm-level adjustments) remains a fruitful area of research.
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Figure 1: U.S. Grants, Successful Patent Applications, Total Patent Applications, and Citations per Patent

The figure shows the number of grants (Panel A), the number of successful applications (Panel B), and the citations per patent (Panel D) from 1975 through 2006 in the NBER 2006 patent database. The total number of applications in Panel C is defined by the number of successful and unsuccessful patent applications and is from the USPTO. Panel A highlights the three-fold increase in grants, while Panel C shows how total applications increased four-fold. Panels B and D highlight the truncation of the NBER database, which only reports the patents issued by the end of 2006, and saw citations peak at 1985 before falling rapidly. Source: NBER 2006 patent dataset and the USPTO website.
Figure 2: U.S. Successful Applications and Citation Comparisons, by Industry

Panel A graphs the number of successful patent applications in the “computers and communications” and “chemicals” HJT subcategories by the year of the application. Panel B plots the citations per patent for patents in the “computers/communication” and “chemicals” HJT subcategories by the year of patent application. The two graphs make clear that computers experienced a dramatic run-up in patenting activity in the 1980s to early 2000s and that there are dramatic differences in citation rates across technologies. These figures highlight the heterogeneity in truncation bias in successful applications and citations across various industry subcategories. Source: NBER 2006 patent dataset.
Figure 3: U.S. Successful Applications and Citation Comparisons, by State of Assignee

Panel A presents the number of successful patent applications over time by the state of assignee, with Delaware (DE) in red and California and Massachusetts (CA/MA) in white; Panel B the number of citations per patent by state of assignee. The graph shows that growth in patenting is far from uniform geographically, as there was a dramatic increase in successful patents from assignees in CA and MA over time, whereas patents stayed more or less the same in DE. Citations per patent are also geographically different: patents by assignees from CA and MA were far more likely to get cited than those from DE. These comparisons suggest that any naïve correction for the truncation of patents and citations that does not account for such dramatic regional differences may lead to incorrect inferences. Source: NBER 2006 patent dataset.
Figure 4A: Distribution of Firm Patent Bias (Unadjusted and Adjusted) over Time

This figure presents the distribution of patent bias aggregated at the year level (upper graph) and on a mean firm-year level (lower graph) for patents granted to public firms in each year between 1976 and 2006. To compute the unadjusted patent bias for each firm-year, we compare the number of patents for each firm filed in each application year in our data (thus, which have been granted by 2012) and in the NBER 2006 dataset (i.e., granted by 2006). The adjustments use the time fixed effect and the time and technology class fixed effect methodologies, with details discussed in the text and Online Appendix B. Sources: NBER 2006 patent and our datasets.
This figure presents the distribution of citation bias aggregated at the year level (upper graph) and on a mean firm-year level (lower graph) for patents granted to public firms from 1976 through 2006. To compute the unadjusted citation bias for each firm-year, we compare the number of citations to all the patents for each firm filed in each application year in our data (i.e., citations in patents granted by 2012 to applications filed by a firm in a given year and granted by 2006) and in the NBER 2006 dataset (i.e., citations in patents granted by 2006 to applications filed by a firm in a given year and granted by 2006). The adjustments use the time fixed effect methodology, the time and technology class fixed effect methodology, and the citing year effect adjustment using the quasi-structural method, with details discussed in the text and Online Appendix B. The lines for the time fixed effect methodology and the time and technology class fixed effect methodology are almost superimposed due to the scale. Sources: NBER 2006 patent and our datasets.
Figure 5: Firm Patent Bias (Unadjusted and Adjusted) across HJT Technology Classes

This figure presents the distribution of patent bias aggregated at the year level (upper graph in each panel) and on a mean firm-year level (lower graph) for patents granted to public firms in each year between 1976 and 2006 in different HJT technology classes. To compute the unadjusted patent bias for each firm-year, we compare the number of patents for each firm filed in each application year in our data (thus, which have been granted by 2012) and in the NBER 2006 dataset (i.e., granted by 2006). A firm is assigned to a particular technology class in a given year based on the modal primary patent class of patents produced by that firm in that year, based on the U.S. patent classification system. The adjustments use the time fixed effect and the time and technology class fixed effect methodologies, with details discussed in the text and Online Appendix B. Sources: NBER 2006 patent and our datasets.
Figure 6: Firm Citation Bias (Unadjusted and Adjusted) across HJT Technology Classes

This figure presents the distribution of citation bias aggregated at the year level (upper graph in each panel) and on a mean firm-year level (lower graph) for patents granted to public firms from 1976 through 2006 in different HJT technology classes. To compute the unadjusted citation bias for each firm-year, we compare the number of citations to all the patents for each firm filed in each application year in our data (i.e., citations in patents granted by 2012 to applications filed by a firm in a given year and granted by 2006) and in the NBER 2006 dataset (i.e., citations in patents granted by 2006 to applications filed by a firm in a given year and granted by 2006). A firm is assigned to a particular technology class in a given year based on the modal primary patent class of patents produced by that firm in that year, based on the U.S. patent classification system. The adjustments use the time fixed effect methodology, the time and technology class fixed effect methodology, and the citing year effect adjustment using the quasi-structural method, with details discussed in the text and Online Appendix B. Sources: NBER 2006 patent and our datasets.
Figure 7: Firm Patent Bias (Unadjusted and Adjusted) across States

This figure presents the distribution of patent bias aggregated at the year level (upper graph in each panel) and on a mean firm-year level (lower graph) for patents granted to public firms in each year between 1976 and 2006 in different states. To compute the unadjusted patent bias for each firm-year, we compare the number of patents for each firm filed in each application year in our data (thus, which have been granted by 2012) and in the NBER 2006 dataset (i.e., granted by 2006). A firm is assigned to a particular state in a given year based on modal state of the assignees across patents granted to the firm at the time of the patent filing. The adjustments use the time fixed effect and the time and technology class fixed effect methodologies, with details discussed in the text and Online Appendix B. Sources: NBER 2006 patent and our datasets.
Figure 8: Firm Citation Bias (Unadjusted and Adjusted) across States

This figure presents the distribution of citation bias aggregated at the year level (upper graph in each panel) and on a mean firm-year level (lower graph) for patents granted to public firms from 1976 through 2006 in different states. To compute the unadjusted citation bias for each firm-year, we compare the number of citations to all the patents for each firm filed in each application year in our data (i.e., citations in patents granted by 2012 to applications filed by a firm in a given year and granted by 2006) and in the NBER 2006 dataset (i.e., citations in patents granted by 2006 to applications filed by a firm in a given year and granted by 2006). A firm is assigned to a particular state in a given year based on modal state of the assignee across patents granted to the firm at the time of the patent filing. The adjustments use the time fixed effect, the time and technology class fixed effect methodologies, and the citing year effect adjustment using the quasi-structural method, with details discussed in the text and Online Appendix B. Sources: NBER 2006 patent and our datasets.
Table 1: Patent Bias and Firm Characteristics

This table presents OLS regressions relating unadjusted and adjusted patent bias at the firm level with different firm characteristics in each year between 1976 and 2006. The dependent variable is the unadjusted patent bias of a given firm in that year (columns 1-3) and the time- and technology class-adjusted patent bias of a given firm in that year (columns 4-6). The dependent variable is computed as the difference in the log of one plus the number of successful patent applications filed by a firm in a given year as of 2012 (“our data”) and the log of one plus the number of successful patent applications filed by that firm in the same year as of the end of sample in the NBER 2006 dataset (unadjusted or adjusted). Control variables and their construction are described in Online Appendix D. Robust t-tests are reported in the parenthesis. Sources: NBER 2006 patent and our datasets.

<table>
<thead>
<tr>
<th></th>
<th>Unadjusted Patent Bias</th>
<th>Adjusted Patent Bias</th>
<th>(Time &amp; Tech Class)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Log Size</td>
<td>0.0548***</td>
<td>0.0496***</td>
<td>0.0204**</td>
</tr>
<tr>
<td></td>
<td>(13.15)</td>
<td>(11.60)</td>
<td>(2.39)</td>
</tr>
<tr>
<td>Log M/B</td>
<td>0.0464***</td>
<td>0.0511***</td>
<td>0.0305**</td>
</tr>
<tr>
<td></td>
<td>(3.30)</td>
<td>(3.63)</td>
<td>(2.24)</td>
</tr>
<tr>
<td>Log RD/Sales</td>
<td>0.0235***</td>
<td>0.0333***</td>
<td>0.0420***</td>
</tr>
<tr>
<td></td>
<td>(3.77)</td>
<td>(5.14)</td>
<td>(4.00)</td>
</tr>
<tr>
<td>Log Cash/Assets</td>
<td>0.0205**</td>
<td>0.0201***</td>
<td>0.0156***</td>
</tr>
<tr>
<td></td>
<td>(3.51)</td>
<td>(3.44)</td>
<td>(2.67)</td>
</tr>
<tr>
<td>Log Leverage</td>
<td>0.0722***</td>
<td>0.0707***</td>
<td>0.0461***</td>
</tr>
<tr>
<td></td>
<td>(5.09)</td>
<td>(4.98)</td>
<td>(2.77)</td>
</tr>
<tr>
<td>ROA</td>
<td>0.0851*</td>
<td>0.0812*</td>
<td>0.125**</td>
</tr>
<tr>
<td></td>
<td>(1.73)</td>
<td>(1.84)</td>
<td>(2.57)</td>
</tr>
<tr>
<td>Log Spread</td>
<td>-0.0463**</td>
<td>-0.0435**</td>
<td>-0.0850***</td>
</tr>
<tr>
<td></td>
<td>(-2.46)</td>
<td>(-2.30)</td>
<td>(-4.65)</td>
</tr>
<tr>
<td>Log(Patents in State)</td>
<td>0.034</td>
<td>0.049</td>
<td>-1.36***</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.32)</td>
<td>(-3.72)</td>
</tr>
<tr>
<td>Log(Patents in Technology Class)</td>
<td>0.0854***</td>
<td>0.0881***</td>
<td>0.00801***</td>
</tr>
<tr>
<td></td>
<td>(5.30)</td>
<td>(5.49)</td>
<td>(3.23)</td>
</tr>
</tbody>
</table>

Observations: 15331
R²: 0.429
Firm Fixed Effect: Yes
Year Fixed Effect: Yes
Class Fixed Effect: Yes
NAICS Fixed Effect: Yes
SIC Fixed Effect: Yes
Table 2: Citation Bias and Firm Characteristics

This table presents OLS regressions relating unadjusted and adjusted citation bias at the firm level with different firm characteristics in each year between 1976 and 2006. The dependent variable is the unadjusted citation bias of a given firm in that year (columns 1-3); the time and tech class fixed effect adjusted citation bias of a given firm in that year. The dependent variable is computed as the difference in the log of one plus the number of citations to successful patent applications of a firm in a given year as of 2012 (“our data”) and the log of one plus the number of citations to successful patent applications of a firm in the same year as of the end of sample in the NBER 2006 dataset (unadjusted or adjusted). Control variables and their construction are described in Online Appendix D. Robust t-tests are reported in the parenthesis. Sources: NBER 2006 patent and our datasets.

<table>
<thead>
<tr>
<th></th>
<th>Unadjusted Citation Bias</th>
<th>Adjusted Citation Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Log Size</td>
<td>0.121***</td>
<td>0.118***</td>
</tr>
<tr>
<td></td>
<td>(15.86)</td>
<td>(15.13)</td>
</tr>
<tr>
<td>Log M/B</td>
<td>0.0920***</td>
<td>0.0943***</td>
</tr>
<tr>
<td></td>
<td>(3.59)</td>
<td>(3.66)</td>
</tr>
<tr>
<td>Log RD/Sales</td>
<td>0.0417***</td>
<td>0.0479***</td>
</tr>
<tr>
<td></td>
<td>(3.67)</td>
<td>(4.04)</td>
</tr>
<tr>
<td>Log Cash/Assets</td>
<td>0.0575***</td>
<td>0.0580***</td>
</tr>
<tr>
<td></td>
<td>(5.40)</td>
<td>(5.44)</td>
</tr>
<tr>
<td>Log Leverage</td>
<td>0.0929***</td>
<td>0.0835***</td>
</tr>
<tr>
<td></td>
<td>(3.60)</td>
<td>(3.22)</td>
</tr>
<tr>
<td>ROA</td>
<td>-0.0839</td>
<td>-0.0623</td>
</tr>
<tr>
<td></td>
<td>(-1.06)</td>
<td>(-0.77)</td>
</tr>
<tr>
<td>Log Spread</td>
<td>-0.0783***</td>
<td>-0.0789***</td>
</tr>
<tr>
<td></td>
<td>(-2.28)</td>
<td>(-2.29)</td>
</tr>
<tr>
<td>Log(Citations in State)</td>
<td>0.501</td>
<td>0.448</td>
</tr>
<tr>
<td></td>
<td>(1.55)</td>
<td>(1.56)</td>
</tr>
<tr>
<td>Log(Citations in Tech Class)</td>
<td>0.178***</td>
<td>0.179***</td>
</tr>
<tr>
<td></td>
<td>(5.42)</td>
<td>(5.48)</td>
</tr>
<tr>
<td>Observations</td>
<td>15331</td>
<td>15331</td>
</tr>
<tr>
<td>R²</td>
<td>0.310</td>
<td>0.316</td>
</tr>
<tr>
<td>Firm Fixed Effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year Fixed Effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Class Fixed Effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NAICS Fixed Effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SIC Fixed Effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Table 3: Checklist for Analyses

This table presents a checklist for patent-based corporate finance analyses, based on the principles developed and discussed in the paper.

1. Present estimates of how patent and citation biases at firm level correlate with the key policy changes at firm, industry, or economy level being analyzed. Patent and citation bias can be computed using different versions of the patent data, using the methods discussed in this paper.

2. Present two sets of estimates related to policy changes at firm, industry or economy level being analyzed: (i) with last few years of sample being analyzed included and (ii) without the last few years in the sample being analyzed.

3. Present two sets of estimates to evaluate robustness with respect to technology class: (i) with industries that experienced a surge of patenting or in citations per patent (computers and electronics and chemicals) included in the sample and (ii) without industries that experienced a surge of patenting or in citations per patent (computers and electronics and chemicals) included in the sample.

4. Present two sets of estimates to evaluate robustness with respect to geography: (i) with states that experienced a surge of patenting or citations per patent (California and Massachusetts) included in the sample and (ii) without states that experienced a surge of patenting or citations per patent (California and Massachusetts) included in the sample.

5. Present two sets of estimates to evaluate robustness with respect to firm characteristics: (i) including firms with features that experienced a surge in patenting or citations per patent (e.g., those with a high market-to-book value and those that are large) in the sample and (ii) excluding firms with features that experienced a surge in patenting or citations per patent (e.g., those with a high market-to-book value and those that are large) in the sample.

6. Present two sets of estimates to evaluate robustness with respect to firm attrition: (i) with firms that exit over the sample period included in the sample and (ii) without firms that exit over the sample period included in the sample.

7. Present two sets of estimates that evaluate robustness with respect to limitations of the concordances used between (a) patent assignee names and (b) firm identifiers such as CUSIPs and GVKEYs: (i) including firms in the sample where the match confidence is low and (ii) excluding firms in the sample where the match confidence is low.

8. Present two sets of estimates to evaluate robustness with respect to strategic patent and citation assignment practices at the firm level: (i) including firms in the sample that might be engaging in such practices and (ii) excluding firms that might be engaging in such practices. Classification of such firms can be done using media accounts, patent assignments, and reassignment files.
Table 4: The Use of Machine Learning in Mitigating Firm-Level Patent Bias

This table presents several different machine learning models to make predictions on the number of ultimately granted patents at the firm level in each HJT and every year. We attempt to predict the number of patent applications that will be ultimately granted to each firm for patents it files in each year and HJT technology class between 2002 and 2006. We compare the predicted values to the actual granted patents – for patents filed in these years -- recorded as of the end of 2012. We use data between 1976 and 2001 as the training data (as recorded at the end of 2006). For the purposes of the analysis, we only use patents of firms that have a Compustat identifier in the 2006 NBER database. Linear Support Vector Machine (SVM), Back Propagation Neural Network (BPNN), Decision Tree, Random Forest, Lasso Regression, and Ridge Regression are selected as the candidate models, due to their popularity in machine learning regression tasks. We evaluate the performance on three metrics: RMSE, R², and Correlation: For the RMSE, the smaller the metric, the better; for the R squared and Pearson product-moment correlation, the closer to one, the better. The RMSE and R squared from ML predictions are compared to those using raw benchmark (the number of ultimately granted patents at the firm level in each HJT class as of 2006), the time-adjusted benchmark, and the enhanced time- and technology-adjusted benchmark. The ML models use past patenting activity and patent categories as features. More details and other variants of the machine learning models are discussed in Online Appendix I. Sources: NBER 2006 patent and our datasets.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Benchmark</td>
<td>113.25</td>
<td>0.43</td>
<td>0.73</td>
<td>--</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Time-Adjusted Benchmark</td>
<td>96.92</td>
<td>0.59</td>
<td>0.84</td>
<td>YES</td>
<td>--</td>
<td>NO</td>
</tr>
<tr>
<td>Enhanced Time- and Technology-Adjusted Benchmark</td>
<td>91.47</td>
<td>0.63</td>
<td>0.84</td>
<td>YES</td>
<td>YES</td>
<td>--</td>
</tr>
<tr>
<td>Linear SVR</td>
<td>66.22</td>
<td>0.81</td>
<td>0.90</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>BP Neural Network</td>
<td>76.76</td>
<td>0.74</td>
<td>0.87</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>80.56</td>
<td>0.71</td>
<td>0.86</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Random Forest</td>
<td>74.57</td>
<td>0.75</td>
<td>0.88</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Lasso Regression</td>
<td>69.44</td>
<td>0.79</td>
<td>0.89</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>70.68</td>
<td>0.78</td>
<td>0.88</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>
Table 5: The Use of Machine Learning in Mitigating Firm-Level Citation Bias

This table presents several different machine learning models to make predictions on the number of citations ten years after ultimately granted patents at the firm level every year. The models are trained with the citation counts for patents applied for between 1976 and 1992 in the NBER 2006 data set. We predict the number of citations in the ten years after issuance for each patent granted to a selected firm in the years from 1993 to 2002. We compare the predicted values to the actual citations -- for patents filed in these years -- recorded as of the end of 2012. For the purposes of the analysis, we only use patents of firms that have a Compustat identifier in the 2006 NBER database. Linear Support Vector Machine (SVM), Back Propagation Neural Network (BPNN), Decision Tree, Random Forest, Lasso Regression, and Ridge Regression are selected as the candidate models, due to their popularity in machine learning regression tasks. We evaluate the performance on three metrics: RMSE, R², and Correlation: For the RMSE, the smaller the metric, the better; for the R squared and Pearson product-moment correlation, the closer to one, the better. The RMSE and R squared from ML predictions are compared to those using raw benchmark (the number of citations as of 2006), the time-adjusted benchmark, the enhanced time-and technology-adjusted benchmark, and the quasi-structural benchmark. The ML models use past patenting activity and patent categories as features. More details and other variants of the machine learning models are discussed in Online Appendix I. Sources: NBER 2006 patent and our datasets.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Benchmark</td>
<td>1266.43</td>
<td>-0.46</td>
<td>0.90</td>
<td>--</td>
<td>NO</td>
<td>NO</td>
<td>MIXED</td>
</tr>
<tr>
<td>Time-Adjusted Benchmark</td>
<td>818.14</td>
<td>0.69</td>
<td>0.96</td>
<td>YES</td>
<td>--</td>
<td>NO</td>
<td>MIXED</td>
</tr>
<tr>
<td>Enhanced Time- and Technology-Adjusted Benchmark</td>
<td>814.87</td>
<td>0.69</td>
<td>0.96</td>
<td>YES</td>
<td>YES</td>
<td>--</td>
<td>MIXED</td>
</tr>
<tr>
<td>Quasi-Structural Benchmark</td>
<td>1852.32</td>
<td>0.75</td>
<td>0.95</td>
<td>MIXED</td>
<td>MIXED</td>
<td>MIXED</td>
<td>MIXED</td>
</tr>
<tr>
<td>Linear SVR</td>
<td>733.60</td>
<td>0.77</td>
<td>0.97</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>BP Neural Network</td>
<td>612.46</td>
<td>0.90</td>
<td>0.96</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>752.21</td>
<td>0.85</td>
<td>0.93</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Random Forest</td>
<td>697.06</td>
<td>0.85</td>
<td>0.95</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Lasso Regression</td>
<td>656.77</td>
<td>0.85</td>
<td>0.96</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>656.80</td>
<td>0.85</td>
<td>0.96</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>
Appendix: Papers using Patent Count and/or Citation Data in Major Finance Journals, 2005-2020
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