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ABSTRACT

We study optimal government debt maturity in a model where investors derive monetary services from holding riskless short-term securities. In a setting where the government is the only issuer of such riskless paper, it trades off the monetary premium associated with short-term debt against the refinancing risk implied by the need to roll over its debt more often. We extend the model to allow private financial intermediaries to compete with the government in the provision of short-term money-like claims. We argue that, if there are negative externalities associated with private money creation, the government should tilt its issuance more toward short maturities, thereby partially crowding out the private sector’s use of short-term debt.

IN THIS PAPER, we study how the government should optimally determine the maturity structure of its debt. We focus on situations in which there is no question about the government’s ability to service its obligations, so the analysis should be thought of as applying to countries like the United States that are of exceptionally high credit quality.1 The primary novelty of our approach is that we emphasize the monetary benefits that investors derive from holding riskless short-term securities, such as Treasury bills. These benefits lead T-bills to embed a convenience premium, that is, to have a lower yield than would be expected from a traditional asset pricing model.

We begin with the case in which the government is the only entity able to create riskless money-like securities. In this case, optimal debt maturity turns on a simple trade-off. On the one hand, as the government tilts its issuance to shorter maturities, it generates more monetary services that are socially valuable; this is reflected in a lower expected financing cost. On the other
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hand, a strategy of short-term financing exposes the government to rollover risk, given that future interest rates are unpredictable. As a number of previous papers observe, such rollover risk leads to real costs insofar as it makes future taxes more volatile.\(^2\)

This trade-off yields a well-defined interior optimum for government debt maturity, unlike traditional tax-smoothing models that imply government debt should be very long term. It also implies a number of comparative statics that are borne out in the data. Most notably, it predicts that government debt maturity will be positively correlated with the ratio of government debt to GDP, a pattern that emerges strongly in U.S. data. The intuition is that, as the aggregate debt burden grows, the costs associated with rollover risk—and hence with failing to smooth taxes—loom larger.

The simple trade-off model also captures the way in which Treasury and Federal Reserve practitioners have traditionally framed the debt maturity problem. According to former Treasury Secretary Lawrence Summers:\(^3\)

I think the right theory is that one tries to [borrow] short to save money but not [so much as] to be imprudent with respect to rollover risk. Hence there is certain tolerance for [short-term] debt but marginal debt once [total] debt goes up has to be more long term.

Our focus on the monetary services associated with short-term T-bills is crucial for understanding Summers’s premise that the government should borrow short to “save money.”\(^4\) As we demonstrate formally below, if short-term T-bills have a lower expected return than longer term Treasury bonds simply because they are less risky in a standard asset pricing sense (i.e., because they have a lower beta with respect to a rationally priced risk factor), this does not amount to a coherent rationale for the government to tilt to the short end of the curve, any more than it would make sense for the government to take a long position in highly leveraged S&P 500 call options because of the positive expected returns associated with bearing this market risk.

After fleshing out the simple trade-off model, we examine the case in which the government is not the only entity that can create riskless money-like claims, but instead competes with the private sector in doing so. Following Gorton (2010), Gorton and Metrick (2012), Stein (2012), and Krishnamurthy and Vissing-Jorgensen (2013a), we argue that financial intermediaries engage in private money creation, thereby capturing the same monetary convenience premium, when they issue safe short-term debt that is collateralized by long-term risky assets. As Stein (2012) observes, the incentives for such private
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\(^2\) See, for example, Barro (1979), Lucas and Stokey (1983), Bohn (1990), Angeletos (2002), Aiyagari et al. (2002), and Nosbusch (2008).

\(^3\) Private email correspondence April 28, 2008, also cited in Greenwood, Hanson, and Stein (2010).

\(^4\) In a similar spirit, Bennett, Garbade, and Kambhu (2000) explain the appeal of short-term financing by saying that “Minimizing the cost of funding the federal debt is a leading objective of Treasury debt management . . . liquidity is an important determinant of borrowing costs . . . Longer-maturity debt is inherently less liquid than short-term debt . . . .”
money creation can be excessive from a social point of view, as individual intermediaries do not fully take into account the social costs of the asset fire sales that can arise from heavy reliance on short-term financing.

In the presence of these fire-sale externalities, there is an additional motivation for the government to shift its own issuance toward short-term bills: by doing so, it reduces the equilibrium money premium on short-term instruments, thereby partially crowding out the private sector’s socially excessive issuance of short-term debt. This is desirable as long as the marginal social costs associated with government money creation—making future taxes more volatile—remain lower than the marginal social costs associated with private money creation, which stem from fire sales. In other words, the government should keep issuing short-term bills as long as it has a comparative advantage over the private sector in the production of riskless short-term securities.

This line of reasoning adds what is effectively a regulatory dimension to the government’s debt maturity choice. An alternative way to address the fire-sale externalities associated with private money creation would be to try to control the volume of such money creation directly, for example, with either a regulatory limit or a Pigouvian tax on short-term debt use by financial intermediaries. However, we show that, to the extent that such caps and taxes are difficult or costly to enforce—say because some of the money creation can migrate to the unregulated “shadow banking” sector—there will also be a complementary role for a policy that reduces the incentive for private intermediaries to engage in money creation in the first place, by lowering the convenience premium that money commands. The more costly are such direct regulations, the larger is the role for government debt management in reducing private money creation.

To be clear, we intend for this comparative-advantage argument to be taken in a normative rather than positive spirit. That is, unlike with the simple government-only model, we do not mean to suggest that the comparative-advantage aspect of the theory provides further testable predictions regarding how governments have historically chosen their debt maturity structures. Rather, we offer it as a framework for thinking about policy going forward—albeit one grounded in an empirically relevant set of premises. In this sense, it is like other recent work on financial regulatory reform.

The ideas here build on five strands of research. First, our paper relates to the literature that documents significant deviations from the predictions of standard asset pricing models—patterns that can be thought of as reflecting money-like convenience services—in the pricing of Treasury securities generally, and in the pricing of short-term T-bills more specifically (Krishnamurthy and Vissing-Jorgensen (2012), Greenwood and Vayanos (2014), and Duffee (1996)). Second, we build on the set of recent papers alluded to above that emphasize how private intermediaries try to capture the money premium by relying heavily on short-term debt, even when this creates systemic instabilities (Gorton and Metrick (2012), Gorton (2010), Stein (2012), and Krishnamurthy and Vissing-Jorgensen (2013a)). Third, we expand evidence that changes in government debt maturity influence private-sector debt maturity choices, consistent with a crowding-out view: when the government issues
more short-term debt, private firms issue less and substitute toward long-term debt instead (Greenwood, Hanson, and Stein (2010)). Fourth, our work is related to prior theoretical and empirical work on government debt maturity, especially that which puts forward a tax-smoothing motive for long-term finance (Barro (1979), Lucas and Stokey (1983), Bohn (1990), Angeletos (2002), Nosbusch (2008)). Finally, our work extends a series of empirical studies that examine how and why government debt maturity structure varies over time and across countries (Blanchard and Missale (1994), Missale (1999)).

In Section I, we further motivate our theory by laying out a set of key stylized facts, drawing on the papers cited just above as well as new empirical work of our own. In Section II, we develop the simple trade-off model of optimal debt maturity when the government is the only entity that can create riskless money-like securities. In Section III, we add financial intermediaries and private money creation to the mix, and pose the comparative-advantage question: to what extent should the government actively try to crowd out private money creation? Drawing on our empirical work, we develop a simple calibration that suggests the potential crowding-out benefits of short-term government debt may be of the same order of magnitude as the direct monetary services it provides. Section IV discusses further practical implications of our framework. Specifically, we explore how the answer to the comparative-advantage question changes if the government has alternate regulatory tools at its disposal and we discuss an extension in which we allow for three, rather than just two, debt maturities. Section V concludes.

I. Stylized Facts

A. The Convenience Premium on Short-Term Treasuries

Krishnamurthy and Vissing-Jorgensen (KVJ, 2012) argue that all Treasuries have some of the same features as money, namely, liquidity and “absolute security of nominal repayment.” They find that these liquidity and safety attributes lead Treasuries to have significantly lower yields than they would in frictionless asset pricing models—their estimate of the convenience premium on Treasuries from 1926 to 2008 is 73 bps. KVJ’s (2012) identification is based on measuring the impact of changes in Treasury supply on a variety of yield spreads. For example, they show that an increase in the supply of Treasuries reduces the spread between long-term Treasuries and AAA-rated corporate bonds and the spread between short-term Treasury bills and highly rated commercial paper, arguably because the convenience premium falls as the quantity of safe, liquid claims rises.

At the same time, KVJ (2012) suggest that short- and long-term Treasuries offer different types of safety, and so are unlikely to be perfect substitutes for
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5 See also Calvo and Guidotti (1990), Barro (2002), Benigno and Woodford (2003), and Lustig, Sleet, and Yeltekin (2008). More closely related to our work is Guibaud, Nosbusch, and Vayanos (2013), who propose a clientele-based theory in which the optimal debt maturity structure helps overcome imperfections in intergenerational risk-sharing.
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one another. Specifically, T-bills provide “short-term safety,” that is, absolute stability of near-term market value, while long-term Treasuries offer “long-term safety,” that is, absolute certainty of ultimate repayment, but they are nevertheless subject to interim repricing risk.

The premise that short-term safety and long-term safety are distinct attributes underlies our idea that a shift toward short-term T-bills, holding fixed total government debt, is likely to crowd out short-term borrowing by financial intermediaries. The key insight is that short-term financial paper is a much closer substitute for T-bills than T-bonds. Moreover, while intermediaries cannot create long-term safety, they do compete with the Treasury in supplying short-term safety. Thus, a shift toward shorter government debt will reduce the convenience premium associated with short-term safety, and intermediaries are likely to respond by issuing less short-term debt.

Consistent with the existence of a special demand for short-term safety, several papers show that the yields on short-term T-bills are often quite low relative to those on longer-term notes and bonds (e.g., Amihud and Mendelson (1991) and Duffee (1996)). Panel A of Figure 1 provides an illustration. We plot the average spread over 1983–2009 between actual T-bill yields with maturities from 1 to 26 weeks and fitted Treasury yields. The fitted yields are based on the flexible model of the Treasury yield curve from Gurkaynak, Sack, and Wright (GSW, 2007) that is estimated using only notes and bonds with remaining maturities greater than three months. In other words, the \( n \)-week “\( z \)-spread” in Figure 1, \( z^{(n)}_t \equiv y^{(n)}_t - \hat{y}^{(n)}_t \), represents the extent to which \( n \)-week T-bills have yields that differ from what one would expect based on an extrapolation of the rest of the yield curve. The differences are large: four-week bills have yields that are roughly 40 bps below their fitted values; for one-week bills, the spread is about 60 bps.

Our preferred interpretation of these \( z \)-spreads is that they reflect a money-like premium on short-term T-bills, above and beyond the liquidity and safety premia embedded in longer-term Treasury yields. This interpretation is supported by Greenwood and Vayanos (2014), who find that the returns on short-term Treasuries rise relative to those on long-term Treasuries when the government issues more short-term debt. Panel B of Figure 1 shows that this logic applies especially to short-term T-bills. Each quarter from 1983 to

---

6 The assumption that short- and long-term Treasuries are imperfect substitutes also features prominently in recent examinations of the Federal Reserve’s Large Scale Asset Purchases. See, for example, Gagnon et al. (2011), Krishnamurthy and Vissing-Jorgensen (2011, 2013b), D’Amico et al. (2012), Woodford (2012), and Li and Wei (2013).

7 Money market investors may derive special value from holding short-term safe claims because of their use in backing demand deposits (Bansal and Coleman (1996)), their use in collateralizing transactions (Gorton (2010)), or the fact that it is costly for unsophisticated agents to evaluate investments with cash flow or repricing risk. Similarly, long-term safety may be valued by pension funds or insurers that want to hold long-term safe bonds to back long-term liabilities.

8 GSW (2007) estimate the six-parameter Svensson (1994) model of the yield curve. In the Internet Appendix we show that the results in Figure 1 are not an artifact of the high degree of smoothness imposed by the Svensson model. The Internet Appendix is available in the online version of the article on The Journal of Finance website.
Panel A: Average premium (actual T-bill yield minus fitted yield) by week to maturity
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Panel B: Four-week T-bill premium (actual yield minus fitted yield) and the bills-to-GDP ratio
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**Figure 1.** The money premium on short-term Treasury bills, 1983–2009. Panel A plots the average spread, over the period 1983–2009, between actual Treasury bill yields (“on-cycle” Treasury bills with maturities from 1 to 26 weeks) and fitted yields, based on a flexible extrapolation of the Treasury yield curve from GSW (2007) as updated regularly by the Federal Reserve Board of Governors. GSW (2007) estimate a parametric model of the instantaneous forward rate curve that is characterized by six parameters. The set of sample securities used to estimate the curve each day includes almost all “off-the-run” Treasury notes and bonds with a remaining maturity of more than three months. For each quarter from 1983 to 2009, Panel B plots the average four-week T-bill premium (actual yield minus fitted yield) against the ratio of Treasury bills to GDP.
2009, we plot the average four-week “z-spread” alongside the ratio of T-bills to GDP. As can be seen, there is a positive relation between the two series in levels ($R^2 = 0.19$): when there are more of the safest short-term securities, the convenience premium on these securities shrinks.

Table I shows this more formally. We estimate weekly regressions of the $n$-week $z$-spread on $BILLS/GDP$ and the ratio of other Treasuries to GDP ($NONBILLS/GDP$) for $n = 2, 4,$ and $10$ weeks:

$$z_t^{(n)} = a^{(n)} + b^{(n)} \cdot (BILLS/GDP)_t + c^{(n)} \cdot (NONBILLS/GDP)_t + d^{(n)} \cdot t + e_t^{(n)}. \tag{1}$$

To compute $BILLS/GDP$ and $NONBILLS/GDP$ each week, we use detailed data on the size and timing of Treasury auctions.\footnote{Our analysis begins in 1983 because the auction data from http://www.treasurydirect.gov/ needed to calculate weekly Treasury supply begins in 1980. Furthermore, the volatility in short rates during the Fed’s 1979 to 1982 “monetarist experiment” leads the GSW procedure to generate several large, spurious fitting errors at the short end of the curve.} We include a time trend as a control to remove any common trends in the data, and we compute standard errors assuming that the residuals follow an AR(1) process.

Table I shows that $z$-spreads respond positively to the supply of T-bills, but respond little to the supply of longer term Treasuries. This result is consistent with the existence of a downward-sloping demand curve for short-term safety and the idea that T-bills offer more of this attribute than long-term Treasuries. For instance, the coefficient of 5.8 ($t = 2.3$) in Panel A, column (1) means that a one-percentage-point increase in the ratio of bills to GDP (roughly half of a standard deviation) leads to a 5.8 bps increase in the two-week $z$-spread. As in Figure 1, Table I shows that the effect is strongest for very short-term bills: the coefficient on the two-week spread is more than twice that for the 10-week spread. These results echo those of Duffee (1996) for an earlier sample.\footnote{The Internet Appendix shows that the results in Table I are robust to using different measures of the convenience yield on T-bills and the addition of controls. We also obtain similar results if we use spreads between T-bills and private money market rates or the spread between one-month and three-month bills as our measure of the convenience premium on short-term bills. Finally, the results are similar if we control for lagged $z$-spreads, and thus are not simply driven by mean reversion.}

This evidence is subject to a natural endogeneity concern because bill yields and bill supply are simultaneously determined in equilibrium. Specifically, the government might respond to a rise in the demand for short-term safety (i.e., a money demand shock) by tilting its issuance toward bills. Indeed, Panel B of Figure 1 shows that $BILLS/GDP$ jumps in the fall of 2008 just as $z$-spreads plummet—the telltale sign of an endogenous supply response. If T-bill supply responds to money demand shocks, this would tend to bias our OLS estimates downward. To address this concern, we focus on the 1983–2007 period in Panel B. As expected, the coefficients are roughly twice as large and are more precisely estimated when we omit 2008–2009. For instance, the estimated response of two-week $z$-spreads to a one-percentage-point increase in $BILLS/GDP$ rises from 5.8 bps in Panel A to 16.7 basis points in Panel B.
The Money Premium on T-Bills and the Supply of Short-Term Treasuries, 1983–2009

The table reports weekly regressions of z-spreads on the supply on Treasury bills and the supply of Treasury notes and bonds, all scaled by GDP. The n-week z-spread $z^{(n)}_{t} = y^{(n)}_{t} - \hat{y}^{(n)}_{t}$ is the difference between the actual yield on an n-week Treasury bill and the n-week fitted yield, based on the fitted Treasury yield curve in GSW (2007). Each day they estimate a six-parameter model of the instantaneous forward curve. Zero-coupon yields are derived by integrating along the estimated forward curve. Yield curves are estimated using a set of sample securities that includes nearly all off-the-run Treasury notes and bonds with a remaining maturity of more than three months. We estimate this specification in both levels and four-week differences:

\[
\begin{align*}
    z^{(n)}_{t} &= a^{(n)} + b^{(n)} \cdot \frac{BILLS}{GDP} + c^{(n)} \cdot \frac{NONBILLS}{GDP} + d^{(n)} \cdot t + \varepsilon^{(n)}_{t} \\
    \Delta z^{(n)}_{t} &= a^{(n)} + b^{(n)} \cdot \frac{\Delta BILLS}{GDP} + c^{(n)} \cdot \frac{\Delta NONBILLS}{GDP} + d^{(n)} \cdot \Delta t + \varepsilon^{(n)}_{t}
\end{align*}
\]

To compute the ratio of Treasury bills, notes, and bonds to GDP at the end of each week, we use detailed data on the size and timing of Treasury auctions from http://www.treasurydirect.gov. The first 12 columns report OLS estimates in levels and changes for $n = 2$, 4, and 10-week bills. The final six columns report IV estimates that exploit seasonal variation in Treasury supply driven by the Federal tax calendar. In the first stage, we regress $\Delta BILLS/GDP$ on a set of week-of-year dummies (we treat $\Delta NONBILLS/GDP$ as an exogenous control); in the second stage, we regress changes in z-spreads on fitted values from the first stage. The units of the dependent variable are basis points and units of the independent variables are percentage points. The $t$-statistics are shown in brackets. For the levels regressions, we compute standard errors assuming that the residuals follow an AR(1) process. For the changes regressions, we compute Newey-West (1987) standard errors, allowing for serial correlation up to eight weeks. For the bivariate regressions, we report the $t$-statistic for the hypothesis that $b^{(n)} - c^{(n)} = 0$, labeled $t\{b^{(n)} - c^{(n)}\}$ below. Panel A shows results for 1983–2009; Panel B shows results for 1983–2007. The $F$-statistic in the first-stage regression of $\Delta BILLS/GDP$ on the week-of-year dummies is $F = 13.94$ for 1983–2007 and $F = 13.12$ for 1983–2009.

<table>
<thead>
<tr>
<th>Levels</th>
<th>Four-Week Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>IV</td>
</tr>
<tr>
<td>2-week $z$</td>
<td>4-week $z$</td>
</tr>
<tr>
<td>$b^{(n)}$</td>
<td>5.78</td>
</tr>
<tr>
<td>[t]</td>
<td>[2.30]</td>
</tr>
<tr>
<td>$c^{(n)}$</td>
<td>0.55</td>
</tr>
<tr>
<td>[t]</td>
<td>[0.91]</td>
</tr>
<tr>
<td>$d^{(n)}$</td>
<td>28.06</td>
</tr>
<tr>
<td>[t]</td>
<td>[3.36]</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.05</td>
</tr>
<tr>
<td>SEs</td>
<td>AR1</td>
</tr>
<tr>
<td>$t{b^{(n)} - c^{(n)}}$</td>
<td>[1.57]</td>
</tr>
</tbody>
</table>

(Continued)
### Table I—Continued

<table>
<thead>
<tr>
<th>Levels</th>
<th>Four-Week Changes</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
<td>(10)</td>
<td>(11)</td>
<td>(12)</td>
</tr>
<tr>
<td>OLS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Panel B: 1983–2007 (N = 1,303)**

<table>
<thead>
<tr>
<th>Levels</th>
<th>Four-Week Changes</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
<th>2-week</th>
<th>4-week</th>
<th>10-week</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
<td>(10)</td>
<td>(11)</td>
<td>(12)</td>
</tr>
<tr>
<td>OLS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Error</th>
<th>t-statistic</th>
<th>p-value</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>t-statistic</th>
<th>p-value</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>t-statistic</th>
<th>p-value</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td></td>
<td>[7.73]</td>
<td>[7.92]</td>
<td>[7.17]</td>
<td>[7.18]</td>
<td>[6.59]</td>
<td>[6.69]</td>
<td>[6.35]</td>
<td>[6.77]</td>
<td>[5.04]</td>
<td>[5.79]</td>
<td>[3.67]</td>
<td>[3.01]</td>
<td>[3.18]</td>
<td>[3.73]</td>
</tr>
<tr>
<td>$c^{(n)}$</td>
<td></td>
<td>-1.13</td>
<td>-1.06</td>
<td>-0.39</td>
<td>-19.18</td>
<td>-13.27</td>
<td>3.07</td>
<td>-18.56</td>
<td>-10.85</td>
<td>3.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t$</td>
<td></td>
<td>[-2.19]</td>
<td>[-2.15]</td>
<td>[-1.64]</td>
<td>[-2.50]</td>
<td>[-2.55]</td>
<td>[1.53]</td>
<td>[-2.34]</td>
<td>[-1.97]</td>
<td>[1.51]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^{(n)}$</td>
<td></td>
<td>60.22</td>
<td>62.67</td>
<td>61.52</td>
<td>63.82</td>
<td>2.62</td>
<td>3.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t$</td>
<td></td>
<td>[7.49]</td>
<td>[7.82]</td>
<td>[7.58]</td>
<td>[7.89]</td>
<td>[0.61]</td>
<td>[0.78]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>0.11</td>
<td>0.12</td>
<td>0.17</td>
<td>0.18</td>
<td>0.15</td>
<td>0.16</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>SEs</td>
<td>AR1</td>
<td>AR1</td>
<td>AR1</td>
<td>AR1</td>
<td>AR1</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
<td>NW 8</td>
</tr>
<tr>
<td>$t(b^{(n)})$</td>
<td></td>
<td>[7.50]</td>
<td>[6.76]</td>
<td>[6.28]</td>
<td>[5.19]</td>
<td>[4.94]</td>
<td>[0.99]</td>
<td>[3.66]</td>
<td>[2.54]</td>
<td>[0.87]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-c^{(n)}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Admittedly, simply dropping the outlying 2008 and 2009 observations is somewhat ad hoc. To better address this endogeneity concern, we adopt an instrumental variables (IV) strategy based on the observation that much of the high-frequency variation in short-term government financing patterns is associated with seasonal fluctuations in tax receipts. Specifically, the Treasury expands the supply of short-term bills ahead of statutory tax deadlines (e.g., April 15) to meet its ongoing cash needs, and these borrowings are then repaid rapidly following the deadlines. These seasonal fluctuations in T-bill supply can be seen clearly in Panel A of Figure 2, which plots \( \text{BILLS/GDP} \) each week from 1983 to 2009.\(^{11}\)

We begin by estimating (1) in four-week changes to focus on the high-frequency variation in the data. Specifically, we regress four-week changes in the \( z \)-spread on four-week changes in \( \text{BILLS/GDP} \) and \( \text{NONBILLS/GDP} \):

\[
\Delta_4 z_i^{(n)} = a^{(n)} + b^{(n)} \cdot \Delta_4 (\text{BILLS/GDP})_i + c^{(n)} \cdot \Delta_4 (\text{NONBILLS/GDP})_i + \epsilon_i^{(n)} \tag{2}
\]

Columns (7)–(12) of Table I show that, when estimated in changes, the slope coefficients \( b^{(n)} \) are generally larger than the estimates from the levels regressions in columns (1)–(6). However, the estimates are not significant for the full 1983–2009 period.

Next, columns (13)–(18) report instrumental variables estimates of equation (2). Consider, for example, the IV estimates of equation (2) for the full 1983–2009 sample shown in Panel A. In the first stage, we regress four-week changes in \( \text{BILLS/GDP} \) on a series of 52 week-of-year dummy variables. Panel B of Figure 2 plots the coefficients on these 52 week-of-year dummies, which collectively explain 41% of the changes in \( \text{BILLS/GDP} \) from 1983 to 2009 (and 62% from 1983 to 2007).\(^{12}\) The figure shows that T-bill supply expands significantly in the weeks leading up to tax deadlines and that these borrowings are then repaid using tax receipts. In the second stage, we regress the four-week change in the \( z \)-spread on the fitted change in T-bill supply from the first stage. Table I shows that the IV estimates of equations (1) and (2) for the full 1983–2009 period are larger and more precisely estimated than the corresponding OLS estimates. Table I also shows that OLS estimation of (2) yields large positive estimates of \( b^{(n)} \) from 1983 to 2007, but that the coefficients decline substantially once we add 2008–2009. By contrast, the IV estimates of \( b^{(n)} \) are

---

\(^{11}\) There are significant spikes in tax receipts on the individual and corporate tax deadlines: January 15, March 15, April 15, June 15, September 15, and December 15. In the weeks leading up to a deadline, the Treasury increases the size of its regularly scheduled bill auctions and issues large Cash Management Bills, which mature just after the deadline. Since these Cash Management Bills have very short maturities, almost all high-frequency variation in \( \text{BILLS/GDP} \) is due to high-frequency variation in the supply of very short-term bills. These seasonal patterns in bill supply became far more pronounced in the early 1990s. Our high-frequency results become statistically and economically stronger if we exclude the 1980s, when there was less high-frequency variation in supply.

\(^{12}\) The first-stage \( F \)-statistic from a regression of \( \Delta_4 (\text{BILLS/GDP}) \) on week-of-year dummies is \( F = 13.94 \) for 1983–2007 and \( F = 13.12 \) for 1983–2009. We treat \( \Delta_4 (\text{NONBILLS/GDP}) \) as an exogenous control in equation (2)—that is, we do not instrument for \( \Delta_4 (\text{NONBILLS/GDP}) \).
Panel A: The ratio of bills to GDP from 1983 to 2009

Panel B: High-frequency variation in the supply of bills

Figure 2. The supply of Treasury bills, 1983–2009. Panel A plots the ratio of Treasury bills to GDP each week from 1983 to 2009. To compute the ratio of Treasury bills to GDP precisely at the end of each week, we use detailed data on the size and timing of Treasury auctions. Panel B plots the coefficients from the first-stage regression from our instrumental variables estimator for 1983–2009. Specifically, we regress $\Delta_4 BILLS/GDP$ on a full set of week-of-year dummies (the omitted category is the first week of the year):

$$\Delta_4 (BILLS/GDP)_t = c + \sum_{u=2}^{53} d^{(u)} \cdot 1[\text{week}(t) = w] + \Delta_4 v_t.$$ 

Confidence intervals are based on Newey-West (1987) standard errors allowing for serial correlation up to eight weeks. We mark the six major Federal tax deadlines on the figure: January 15, March 15, April 15, June 15, September 15, and December 15.
very similar for both the 1983–2007 and the 1983–2009 periods. This makes sense if one views the large spike in $\text{BILLS/GDP}$ in the fall of 2008 as being driven by the government’s endogenous response to a major money demand shock. Specifically, following the collapse of Lehman Brothers in September 2008, $z$-spreads fell significantly just as $\text{BILLS/GDP}$ was soaring. However, aside from the crisis, the remaining high-frequency variation in $\text{BILLS/GDP}$ appears to be driven largely by seasonal supply shocks, so the OLS and IV estimates of equation (2) are similar for 1983–2007.

Half of the specifications in Table I include $\text{NONBILLS/GDP}$ or $\Delta_4(\text{NONBILLS/GDP})$ as a control variable. We use this variable in its raw form as a control, rather than instrumenting for it as we do for $\text{BILLS/GDP}$. As can be seen, the coefficient on $\text{NONBILLS/GDP}$ is rarely significantly positive and is often slightly negative. More formally, the last row of each panel in Table I shows that we can frequently reject the hypothesis that $\text{BILLS/GDP}$ and $\text{NONBILLS/GDP}$ have the same coefficient. In summary, our high-frequency evidence is consistent with the idea that fluctuations in the supply of short-term Treasury bills—and less so long-term Treasury notes and bonds—drive changes in the convenience premium associated with short-term safety.

B. Private-Sector Responses to Government Debt Maturity Choices

Our model rests on the premise that privately issued short-term debt and short-term T-bills are partial substitutes in the sense that both possess the same short-term safety attribute, albeit to varying degrees. Thus, it seems plausible that, by issuing more short-term T-bills and less long-term debt, the government can crowd out the issuance of short-term safe claims by financial intermediaries. Greenwood, Hanson, and Stein (2010) investigate a similar maturity-based crowding-out phenomenon, looking at how the maturity choices of private debt issuers respond to changes in government debt maturity over the period 1963–2005. As government debt maturity contracts, they show that the debt maturity of nonfinancial firms rises.\(^{13}\)

While Greenwood, Hanson, and Stein’s (2010) results provide some indirect support for our debt maturity crowding-out hypothesis, here we introduce another more direct piece of evidence that is more precisely targeted to understanding the money-creation behavior of financial intermediaries. To do so, we build on Krishnamurthy and Vissing-Jorgensen (2013a), who present low-frequency evidence that government borrowing crowds out private money creation by financial intermediaries. Our theory emphasizes the unique role played by short-term government debt. That is, a key premise of our theory is that short-term government debt is more money-like—in the sense of providing greater short-term safety—than long-term government debt, and hence should

\(^{13}\) Bansal, Coleman, and Lundblad (2011), Gorton, Lewellen, and Metrick (2012), Graham, Leary, and Roberts (2014), and Sunderam (2013) also provide evidence of government debt supply crowding out private issuance.
be expected to have a more powerful crowding-out effect on private money creation.

To verify this premise, we examine the impact of variation in bill supply on the issuance of unsecured financial commercial paper, arguably the most direct form of private money creation that we can measure at high frequencies. Specifically, in Table II we estimate

$$(FINCP/GDP)_t = a + b \cdot (BILLS/GDP)_t + c \cdot (NONBILLS/GDP)_t + d \cdot t + u_t$$

and

$$\Delta_k(FINCP/GDP)_t = a + b \cdot \Delta_k(BILLS/GDP)_t + c \cdot \Delta_k(NONBILLS/GDP)_t + \Delta_ku_t.$$

We obtain weekly data on outstanding commercial paper from 2001 to 2009, monthly data from 1992 to 2009, and quarterly data from 1952 to 2009. Following a parallel construction to Table I, we estimate these regressions both in levels and in changes computed at a variety of different horizons $k$. Panel A reports results for samples ending in 2009 and Panel B reports results for samples ending in 2007. Where we have weekly data, we report IV estimates of (3b) that mirror those from Table I.

Table II provides suggestive evidence that financial commercial paper issuance falls when the supply of T-bills rises. Further, the supply of T-bills seems to have a larger crowding-out effect on the issuance of financial commercial paper than the supply of long-term Treasuries. However, while the estimated coefficients on $BILLS/GDP$ and $\Delta_k(BILLS/GDP)$ are all negative, they vary considerably in magnitude and statistical significance, with means of $-0.14$ in Panel A and $-0.24$ in Panel B. The interpretation is that, on average, for every dollar increase in T-bills, financial commercial paper falls between 14 and 24 cents.

Beyond the mixed statistical significance, there are a couple of other reasons why we must be more cautious in interpreting these results, compared to our findings in Table I. First, these regressions only refer to the issuance of financial commercial paper, which is just one of many possible forms of private money creation. Krishnamurthy and Vissing-Jorgensen (2013a) suggest that some forms of private money may actually be “crowded in” by government debt. Second, many of the coefficients in Table II are identified using high-frequency variation in government debt supply. While this variation provides a useful source of identification in Table I, we shouldn’t expect issuance to respond as quickly as yields to changes in the supply of T-bills. To the extent that crowding out occurs gradually, it may be harder to identify as cleanly. Indeed, consistent with a gradual adjustment response on the part of private intermediaries, the magnitude of the crowding-out coefficient on T-bills in equation (3b) rises as we consider differences at longer horizons, $k$. This can be seen most clearly in the monthly sample from 1992 to 2007, where the coefficient on $\Delta_k(BILLS/GDP)$
Table II

Financial Commercial Paper and the Supply of Short-Term Treasuries

This table reports regressions of financial commercial paper supply on the supply on Treasury bills scaled by GDP and the supply of Treasury notes and bonds: \( \frac{FINCP}{GDP} = a + b \cdot \frac{BILLS}{GDP} + c \cdot \frac{NONBILLS}{GDP} + d t + u_t \) and \( \Delta \frac{FINCP}{GDP} = a + b \cdot \Delta \frac{BILLS}{GDP} + c \cdot \Delta \frac{NONBILLS}{GDP} + \Delta u_t \). Weekly data on outstanding unsecured financial commercial paper are available from the Federal Reserve starting in 2001, monthly data are available from the Federal Reserve starting in 1992, and quarterly data are available from Table II08 of the Flow of Funds starting in 1952. (To maintain comparability with the recent weekly and monthly data, we use open market paper issued by “domestic financial businesses” less open market paper issued by “ABS issuers” in Table L. 208.) To compute the ratio of Treasury bills, notes, and bonds to GDP at the end of each week and month, we use detailed data on the size and timing of Treasury auctions from [http://www.treasurydirect.gov/](http://www.treasurydirect.gov/). For the quarterly 1952–2009 sample, we use data from the Monthly Statement of Public Debt to construct the supply of Treasury bills and Treasury notes and bonds. We include marketable Treasury certificates (interest-bearing issues with original maturies less than one year) that the Treasury issued until 1967 in our bills measure. We estimate these regressions in levels and changes computed at different horizons. The \( t \)-statistics are shown in brackets. For the levels regressions, we compute standard errors assuming that the residuals follow an AR(1) process. For the changes regressions, we compute Newey-West (1987) standard errors. For each specification, the table lists the number of lags used in computing Newey-West standard errors. For the bivariate regressions, we report the \( t \)-statistic for the hypothesis that \( b = c \), labeled \( t\{b=c\} \) below. The IV specifications for four-week changes in columns (5) and (6) use the same methodology as in Table I. Panel A shows results for samples ending in 2009; Panel B shows results for samples ending in 2007.

### Weekly (2001+)

<table>
<thead>
<tr>
<th>Levels</th>
<th>4-week changes</th>
<th>4-week changes</th>
<th>Levels</th>
<th>1-month changes</th>
<th>3-month changes</th>
<th>12-month changes</th>
<th>Levels</th>
<th>4-quarter changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>OLS</td>
<td>IV</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
</tr>
</tbody>
</table>

**Panel A: Samples Ending in 2009**

<table>
<thead>
<tr>
<th>( b )</th>
<th>( [t] )</th>
<th>( c )</th>
<th>( [t] )</th>
<th>( d )</th>
<th>( [t] )</th>
<th>( N )</th>
<th>( SEs )</th>
<th>( R^2 )</th>
<th>( [t{b=c}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.174</td>
<td>[-2.79]</td>
<td>-0.034</td>
<td>[-0.50]</td>
<td>0.197</td>
<td>[0.35]</td>
<td>469</td>
<td>AR1</td>
<td>0.42</td>
<td>[-0.91]</td>
</tr>
<tr>
<td>-0.150</td>
<td>[-2.09]</td>
<td>-0.001</td>
<td>[-0.03]</td>
<td>0.321</td>
<td>[0.52]</td>
<td>469</td>
<td>AR1</td>
<td>0.43</td>
<td>[-2.60]</td>
</tr>
<tr>
<td>-0.139</td>
<td>[3.21]</td>
<td>-0.022</td>
<td>[-0.37]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.14</td>
<td>[-0.40]</td>
</tr>
<tr>
<td>-0.139</td>
<td>[-3.29]</td>
<td>-0.091</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.14</td>
<td>[-3.48]</td>
</tr>
<tr>
<td>-0.055</td>
<td>[-1.46]</td>
<td>0.016</td>
<td>[1.80]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.03</td>
<td>[-1.54]</td>
</tr>
<tr>
<td>-0.055</td>
<td>[-1.41]</td>
<td>-0.025</td>
<td>[0.65]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.03</td>
<td>[-1.84]</td>
</tr>
<tr>
<td>-0.165</td>
<td>[-2.20]</td>
<td>0.008</td>
<td>[-0.69]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.12</td>
<td>[-1.80]</td>
</tr>
<tr>
<td>-0.299</td>
<td>[-3.75]</td>
<td>0.008</td>
<td>[0.15]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.13</td>
<td>[-1.43]</td>
</tr>
<tr>
<td>-0.060</td>
<td>[-1.39]</td>
<td>0.048</td>
<td>[1.32]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.047</td>
<td>[-1.56]</td>
</tr>
<tr>
<td>-0.064</td>
<td>[-1.47]</td>
<td>-0.037</td>
<td>[-1.17]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-3.22]</td>
</tr>
<tr>
<td>-0.115</td>
<td>[-6.43]</td>
<td>-0.037</td>
<td>[-1.56]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-4.09]</td>
</tr>
<tr>
<td>-0.109</td>
<td>[-5.53]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-3.22]</td>
</tr>
<tr>
<td>-0.210</td>
<td>[-2.88]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-3.22]</td>
</tr>
<tr>
<td>-0.216</td>
<td>[-2.88]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-3.22]</td>
</tr>
<tr>
<td>-0.116</td>
<td>[-0.87]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-0.87]</td>
</tr>
<tr>
<td>-0.211</td>
<td>[-0.87]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-0.87]</td>
</tr>
<tr>
<td>-0.087</td>
<td>[-0.87]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-0.87]</td>
</tr>
</tbody>
</table>

**Panel B: Samples Ending in 2007**

<table>
<thead>
<tr>
<th>( b )</th>
<th>( [t] )</th>
<th>( c )</th>
<th>( [t] )</th>
<th>( d )</th>
<th>( [t] )</th>
<th>( N )</th>
<th>( SEs )</th>
<th>( R^2 )</th>
<th>( [t{b=c}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.138</td>
<td>[-2.79]</td>
<td>-0.022</td>
<td>[-0.03]</td>
<td>0.197</td>
<td>[0.35]</td>
<td>465</td>
<td>AR1</td>
<td>0.42</td>
<td>[-0.91]</td>
</tr>
<tr>
<td>-0.138</td>
<td>[-2.09]</td>
<td>-0.001</td>
<td>[-0.03]</td>
<td>0.321</td>
<td>[0.52]</td>
<td>465</td>
<td>AR1</td>
<td>0.43</td>
<td>[-2.60]</td>
</tr>
<tr>
<td>-0.055</td>
<td>[3.21]</td>
<td>-0.022</td>
<td>[-0.37]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.14</td>
<td>[-0.40]</td>
</tr>
<tr>
<td>-0.055</td>
<td>[-3.29]</td>
<td>-0.091</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.14</td>
<td>[-3.48]</td>
</tr>
<tr>
<td>-0.165</td>
<td>[-1.46]</td>
<td>0.016</td>
<td>[1.80]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.03</td>
<td>[-1.54]</td>
</tr>
<tr>
<td>-0.299</td>
<td>[-1.41]</td>
<td>-0.025</td>
<td>[0.65]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.03</td>
<td>[-1.84]</td>
</tr>
<tr>
<td>-0.060</td>
<td>[-1.39]</td>
<td>0.008</td>
<td>[-0.69]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.12</td>
<td>[-1.80]</td>
</tr>
<tr>
<td>-0.064</td>
<td>[-1.47]</td>
<td>-0.037</td>
<td>[0.15]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.13</td>
<td>[-1.43]</td>
</tr>
<tr>
<td>-0.115</td>
<td>[-6.43]</td>
<td>-0.037</td>
<td>[-1.17]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td>0.047</td>
<td>[-1.56]</td>
</tr>
<tr>
<td>-0.109</td>
<td>[-5.53]</td>
<td>-0.037</td>
<td>[-3.22]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-3.22]</td>
</tr>
<tr>
<td>-0.210</td>
<td>[-2.88]</td>
<td>-0.037</td>
<td>[-4.09]</td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-4.09]</td>
</tr>
<tr>
<td>-0.216</td>
<td>[-2.88]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-3.22]</td>
</tr>
<tr>
<td>-0.116</td>
<td>[-0.87]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-0.87]</td>
</tr>
<tr>
<td>-0.211</td>
<td>[-0.87]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-0.87]</td>
</tr>
<tr>
<td>-0.087</td>
<td>[-0.87]</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NW8</td>
<td></td>
<td>[-0.87]</td>
</tr>
</tbody>
</table>

(Continued)
Table II—Continued

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Levels</td>
<td>Changes</td>
<td>Levels</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>4-week</td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>4-week</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>changes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4)</td>
<td></td>
<td>(5)</td>
</tr>
<tr>
<td></td>
<td>(7)</td>
<td></td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td>(10)</td>
<td></td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td>(13)</td>
<td></td>
<td>(14)</td>
</tr>
<tr>
<td></td>
<td>(16)</td>
<td></td>
<td>(17)</td>
</tr>
</tbody>
</table>

Panel A: Samples Ending in 2009

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b$</td>
<td>$[t]_b$</td>
<td>$c$</td>
<td>$[t]_c$</td>
<td>$d$</td>
</tr>
<tr>
<td></td>
<td>$[-0.592]$</td>
<td>$[-7.18]$</td>
<td>$-0.007$</td>
<td>$[-0.09]$</td>
<td>$-0.549$</td>
</tr>
<tr>
<td></td>
<td>$[-0.591]$</td>
<td>$[-7.13]$</td>
<td>$0.168$</td>
<td>$[2.80]$</td>
<td>$-0.531$</td>
</tr>
<tr>
<td></td>
<td>$[-0.082]$</td>
<td>$[-2.28]$</td>
<td>$0.170$</td>
<td>$[2.90]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$[-0.104]$</td>
<td>$[-2.76]$</td>
<td></td>
<td></td>
<td>$-0.032$</td>
</tr>
<tr>
<td></td>
<td>$[-0.076]$</td>
<td>$[-1.95]$</td>
<td></td>
<td></td>
<td>$-0.022$</td>
</tr>
<tr>
<td></td>
<td>$[-0.108]$</td>
<td>$[-2.74]$</td>
<td></td>
<td></td>
<td>$0.055$</td>
</tr>
<tr>
<td></td>
<td>$-0.528$</td>
<td>$[-6.07]$</td>
<td>$0.100$</td>
<td>$[6.17]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-0.638$</td>
<td>$[-11.7]$</td>
<td>$0.060$</td>
<td>$[2.31]$</td>
<td>$-0.549$</td>
</tr>
<tr>
<td></td>
<td>$-0.043$</td>
<td>$[-1.24]$</td>
<td>$0.060$</td>
<td>$[1.08]$</td>
<td>$-0.531$</td>
</tr>
<tr>
<td></td>
<td>$-0.064$</td>
<td>$[-1.76]$</td>
<td>$0.081$</td>
<td>$[2.59]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-0.081$</td>
<td>$[-1.56]$</td>
<td>$0.043$</td>
<td>$[1.06]$</td>
<td>$-0.528$</td>
</tr>
<tr>
<td></td>
<td>$-0.091$</td>
<td>$[-1.72]$</td>
<td>$-0.017$</td>
<td></td>
<td>$-0.638$</td>
</tr>
<tr>
<td></td>
<td>$-0.527$</td>
<td>$[-8.32]$</td>
<td></td>
<td>$-0.032$</td>
<td>$[-0.592]$</td>
</tr>
<tr>
<td></td>
<td>$-0.573$</td>
<td>$[-12.95]$</td>
<td>$0.017$</td>
<td>$-0.022$</td>
<td>$[-0.591]$</td>
</tr>
<tr>
<td></td>
<td>$0.017$</td>
<td>$[-0.62]$</td>
<td>$-0.073$</td>
<td>$0.055$</td>
<td>$[-0.082]$</td>
</tr>
<tr>
<td></td>
<td>$-0.080$</td>
<td>$[-1.98]$</td>
<td>$-0.081$</td>
<td>$0.052$</td>
<td>$[-0.104]$</td>
</tr>
<tr>
<td></td>
<td>$-0.073$</td>
<td>$[-2.21]$</td>
<td></td>
<td></td>
<td>$-0.091$</td>
</tr>
<tr>
<td></td>
<td>$-0.081$</td>
<td></td>
<td>$-0.043$</td>
<td></td>
<td>$-0.104$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-0.073$</td>
<td>$-0.043$</td>
<td></td>
<td>$-0.108$</td>
</tr>
</tbody>
</table>

| $N$                  | 364             | 364             | 360             | 360             | 360             | 360             |
| $SEs$                | AR1             | AR1             | NW 8            | NW 8            | AR1             | AR1             |
| $R^2$                | 0.70            | 0.70            | 0.04            | 0.08            | 0.72            | 0.84            |
| $[t]_{b-c}$          | $[-4.85]$       | $[-3.33]$       | $[-3.51]$       |                  | $[-2.34]$       | $[-1.60]$       |
| $[t]_{b-c}$          |                  | $[-10.14]$      |                  |                  | $[-1.57]$       |                  |
reaches $b = -0.53$, when $k = 12$. The coefficients on $\frac{BILLS}{GDP}$ from the levels-on-levels regressions in (3a)—which average $-0.19$ in Panel A and $-0.40$ in Panel B—tend to be even larger in magnitude.\footnote{This is similar to Krishnamurthy and Vissing-Jorgensen (2013a), who estimate that a one-percentage-point increase in government debt-to-GDP reduces private money creation by 0.5-percentage points of GDP.}

We investigate the dynamic response of z-spreads and private money creation more formally using a vector autoregression (VAR). The VAR includes $\frac{BILLS}{GDP}$, $\frac{NONBILLS}{GDP}$, $\frac{FINCP}{GDP}$, and the z-spread on four-week bills as endogenous variables. We estimate a monthly VAR that includes each of the four variables lagged by 3, 6, 9, and 12 months, as well as a deterministic time trend.

The results here are somewhat sensitive to the sample period. For example, Figure 3 plots estimated impulse response functions for z-spreads and $\frac{FINCP}{GDP}$ following a one-percentage-point shock to $\frac{BILLS}{GDP}$, based on a VAR estimated using data from 1992 to 2007. Panel A shows that z-spreads react immediately following a shock to $\frac{BILLS}{GDP}$, with the effect dissipating over approximately nine months. Panel B suggests that the private supply response kicks in quickly, and dissipates over the next year. If we estimate the same VAR using data for the longer 1983–2007 period, we find nearly identical results for the impulse response of z-spreads. However, $\frac{FINCP}{GDP}$ now appears to respond more gradually, with the full supply response taking roughly nine months to fully kick in. These results are shown in Panels C and D of Figure 3.

In summary, the stylized facts presented in this section and the prior section support a key premise of our theory, namely, that short-term Treasuries are especially money-like and thus likely to have a particularly strong crowding-out effect on private money creation.

\section*{C. The Correlation between Government Debt Maturity and the Debt-to-GDP Ratio}

Figure 4 plots the weighted average maturity of outstanding U.S. government debt against the debt-to-GDP ratio from 1952 to 2009. As can be seen, the two series are strongly positively correlated—the correlation coefficient is 0.71 over the full sample period. This relationship between debt maturity and debt-to-GDP, also noted in Greenwood and Vayanos (2014), Greenwood, Hanson, and Stein (2010), and Krishnamurthy and Vissing-Jorgensen (2012), is one of the most direct implications of the trade-off model of government debt maturity that we develop in the next section.

Such a positive correlation could potentially arise even if the government adopted a mechanical strategy of always issuing new debt with the same average maturity: when debt-to-GDP rises, the ratio of newly issued debt to outstanding debt also rises, so even holding fixed the average maturity of new issues, the average maturity of outstanding debt can increase. However, as
Panel A. Response of z-spreads, 1992 to 2007
Panel B. Response of FINCP/GDP, 1992 to 2007
Panel C. Response of z-spreads, 1983 to 2007
Panel D. Response of FINCP/GDP, 1983 to 2007

Figure 3. Impulse responses to shocks in the supply of T-bills. We estimate a vector autoregression (VAR) using monthly data from 1992 to 2007 (Panels A and B) and 1983 to 2007 (Panels C and D). We run a VAR in levels that includes $BILLS/GDP$, $NONBILLS/GDP$, $FINCP/GDP$, the $z$-spread on four-week T-bills at 3-, 6-, 9-, and 12-month lags, as well as a deterministic time trend. Below we plot the estimated generalized impulse response functions (Pesaran and Shin (1998)) for $z$-spreads and $FINCP/GDP$ following a shock to $BILLS/GDP$. To make the magnitudes comparable to those in Tables I and II, we plot the response functions corresponding to a one-percentage-point impulse to $BILLS/GDP$. For the bottom two panels, the underlying quarterly series for $FINCP/GDP$ is interpolated between quarter-ends.

noted by Garbade and Rutherford (2007), the Treasury actively manages its issuance and repurchases to achieve a target maturity of outstanding debt. To test whether issuance behavior actively adjusts in response to a target debt maturity that is itself a function of the debt-to-GDP ratio, we estimate a regression of the maturity of new debt issues $M_{t}^{\text{iss}}$ on the lagged maturity of debt issues $M_{t-1}^{\text{iss}}$, the lagged maturity of outstanding debt $M_{t-1}^{\text{out}}$, and the debt-to-GDP ratio. This yields

$$M_{t}^{\text{iss}} = 0.98_{[t=2.52]} + 2.86_{[t=3.40]} \cdot (D/GDP)_{t} + 0.76_{[t=7.43]} \cdot M_{t-1}^{\text{iss}} - 0.34_{[t=-3.60]} \cdot M_{t-1}^{\text{out}}, \quad R^2 = 0.55. \quad (4)$$

One can interpret this regression in terms of a partial adjustment model of the maturity of government debt issues: when the debt-to-GDP ratio is high, the government gradually adjusts the maturity of its new issuance toward...
longer term debt. We suggest below that this emerges as a natural prediction of our theory.

II. A Trade-Off Model of Government Debt Maturity

The full model features three sets of actors: households, the government, and financial intermediaries (i.e., “banks”). In this section we begin with a stripped-down version that leaves out intermediaries, thus focusing on the optimal maturity structure of debt when the government is the sole creator of short-term safe debt, or “money.” This setup generates a simple trade-off between the monetary services provided by issuing more short-term debt, and the increased rollover risk that comes as a result. In Section III, we allow banks to compete with the government in money creation.

A. Households

There are three dates, 0, 1, and 2. Households receive a fixed exogenous endowment of one unit in each period. After paying taxes in each period, households can consume the remainder of their endowment, or invest some of it in financial assets. Households have linear preferences over consumption at these three dates.

Households can transfer wealth between periods by purchasing government bonds. At date 0, households can purchase short-term bonds $B_{0,1}$, which pay one
unit at date 1, or long-term zero-coupon bonds $B_{0,2}$, which pay one unit at date 2. Households can also purchase short-term debt at date 1, $B_{1,2}$, which pays one unit at date 2. The discount factor between date 1 and date 2 is random from the point of view of date 0, and is not realized until date 1, so refinancing maturing short-term debt at date 1 introduces uncertainty over date-2 taxation and hence over consumption.

In addition to direct consumption, households derive utility from the monetary services they get from holding absolutely safe short-term bonds. For starkness, we assume that these services only come from short-term safe debt issued at date 0, although the crucial assumption is just that short-term safe bonds provide more in the way of these monetary services than long-term bonds. As discussed earlier, we associate these monetary services with what KVJ (2012) dub the “short-term safety” attribute, that is, the absolute stability of near-term market value.

The utility of a representative household is thus given by

$$U = C_0 + E[C_1 + \beta C_0] + v(M_0),$$

where $\beta$ is the random discount factor, which is realized at date 1. Further $M_0 = B_{0,1}$, the amount of short-term government bonds held by households at date 0. We interpret $v(M)$ fairly broadly—the specific reasons why various agents derive monetary services from holding short-term safe claims is not essential for our purposes. We assume that $E[\beta] = 1$ without loss of generality. For now, we also assume that $v'(M_0) > 0$ and $v''(M_0) \leq 0$. However, in Section III, when we analyze whether the government should try to crowd out private money creation, we must assume that there are strictly diminishing returns to holding money, that is, $v''(M_0) < 0$.

Equation (5) can be used to pin down real interest rates. Long-term bonds issued at date 0 have price $P_{0,2} = 1$. Short-term bonds issued at date 0 have price $P_{0,1} = 1 + v'(M_0)$, thereby embedding an additional money premium. Short-term bonds issued at date 1 have a price that is uncertain from the perspective of date 0, $P_{1,2} = \beta$.

B. Government

The government finances a one-time expenditure $G$ at date 0, using a combination of short- and long-term borrowing from households and taxes, which it can levy in each period. The government budget constraint is given by

$$t = 0 : G = \tau_0 + B_{0,1}P_{0,1} + B_{0,2}P_{0,2},$$
$$t = 1 : B_{0,1} = \tau_1 + B_{1,2}P_{1,2},$$
$$t = 2 : B_{1,2} + B_{0,2} = \tau_2,$$

where $P_{0,1}$ and $P_{0,2}$ denote the prices of short- and long-term bonds issued at date 0, and $P_{1,2}$ denotes the (uncertain) price of short-term bonds issued at date 1. At date 0, the government may levy taxes of $\tau_0$ on households, and sell
short- and long-term bonds. If the government borrows short term, then at date 1 it must levy taxes to pay off the maturing debt or roll over the debt by issuing new short-term bonds $B_{1,2}$. At date 2, the government pays off all maturing debt by levying taxes.

We follow the standard assumption that taxes are distortionary (Barro (1979), Lucas and Stokey (1983), Bohn (1990)), and that the magnitude of these distortions is convex in the amount of revenue raised each period.\(^{15}\) For simplicity, we use the quadratic function $\tau^2/2$ to capture the resources that are wasted when taxes are $\tau$. Household consumption in each period is thus given by

\[
\begin{align*}
C_0 &= 1 - \tau_0 - (1/2)\tau_0^2 - B_{0,1}P_{0,1} - B_{0,2}P_{0,2}, \\
C_1 &= 1 - \tau_1 - (1/2)\tau_1^2 + B_{0,1} - B_{1,2}P_{1,2}, \\
C_2 &= 1 - \tau_2 - (1/2)\tau_2^2 + B_{1,2} + B_{0,2}.
\end{align*}
\]

Substituting in the government budget constraint from (6), household consumption can be written as

\[
\begin{align*}
C_0 &= 1 - (1/2)\tau_0^2 - G, \\
C_1 &= 1 - (1/2)\tau_1^2, \\
C_2 &= 1 - (1/2)\tau_2^2.
\end{align*}
\]

Since we have assumed that endowments are fixed and the government finances a known one-time expenditure of $G$, there is no endowment or fiscal risk in our model. As discussed further below, this implies that tax-smoothing does not give rise to the sort of hedging motive that often makes state-contingent debt optimal in models of government debt maturity. The only source of risk in our model is the random discount factor, $\beta$, which one can think of as being driven by shocks to household preferences unrelated to endowments. This setup helps simplify the analysis and highlight the novel forces at work in our model.

The social planner maximizes household utility subject to the government budget constraint. Substituting household consumption (8) and money ($M_0 = B_{0,1}$) into the household utility function (5) and dropping exogenous additive terms, the planner’s problem can be written as

\[
\max_{\{B_{0,1}, B_{0,2}, B_{1,2}\}} \left[ v(B_{0,1}) - \frac{1}{2} \left( \tau_0^2 + E[\tau_1^2] + E[\beta\tau_2^2] \right) \right].
\]

The three right-hand terms in (9) capture the standard tax smoothing objective—the planner would like taxes to be low and constant over time. However, this objective must be balanced against the utility that households derive from holding short-term bonds.

\(^{15}\)Bohn (1990) assumes that taxes are a linear function of endowments, and that the deadweight costs of taxation are a convex function of the tax rate. Given that we take endowments to be fixed, our approach amounts to the same thing.
C. Optimal Maturity Structure in the Absence of Money Demand

We first solve the planner’s maximization problem in the benchmark case in which households derive no utility from monetary services (i.e., $v(B_{0,1}) = 0$). In this case, the prices of short- and long-term bonds issued at date 0 are the same and the planner solves

$$
\min_{\{B_{0,1}, B_{0,2}, B_{1,2}\}} \left[ \frac{1}{2} (\tau_0^2 + E[\tau_1^2] + E[\beta \tau_2^2]) \right]. \quad (10)
$$

The planner’s problem can be solved by working backwards. At date 1, the discount factor between dates 1 and 2 is realized. From the government budget constraint, taxes at dates 1 and 2 are $\tau_1 = B_{0,1} - B_{1,2} \beta$ and $\tau_2 = B_{1,2} + B_{0,2}$. Substituting into the planner’s date-1 problem yields

$$
\min_{B_{1,2}} \left[ \frac{1}{2} (\tau_1^2 + \beta \tau_2^2) \right] = \min_{B_{1,2}} \left[ \frac{1}{2} (B_{0,1} - B_{1,2} \beta)^2 + \frac{1}{2} \beta (B_{1,2} + B_{0,2})^2 \right]. \quad (11)
$$

The first-order condition for $B_{1,2}$ implies that

$$
B_{1,2} = \frac{B_{0,1} - B_{0,2}}{1 + \beta}, \quad (12)
$$

which in turn implies that $\tau_1 = \tau_2 = (B_{0,1} + B_{0,2} \beta)/(1 + \beta)$. Intuitively, the planner chooses $B_{1,2}$ to perfectly smooth taxes between dates 1 and 2 and the tax rate is such that the present value of taxes equals the present value of required debt payments. To get the quantity of short- and long-term debt issued at date 0, we substitute (12) into (10) and solve the first-order conditions for $B_{0,1}$ and $B_{0,2}$. The solution is given by Proposition 1.

**Proposition 1:** In the absence of money demand, the government perfectly smooths taxes by setting $\tau_0 = \tau_1 = \tau_2 = G/3$, $B_{0,1} = B_{0,2} = G/3$, and $B_{1,2} = 0$. This result holds even if the government can issue risky securities whose payoffs depend on the realization of the discount factor $\beta$.

**Proof:** All proofs are in the Internet Appendix.

Proposition 1 captures the intuition that, absent money demand, the government can insulate the budget and taxes from uncertain future refinancing by never rolling over debt at date 1. With convex costs of taxation in each period, the planner sets the marginal social cost of taxation equal across dates. The government can accomplish this by issuing a long-term “consol” bond with face value of $2G/3$ that makes the same payment at dates 1 and 2.

One might wonder whether total welfare could be increased if the government were able to issue risky state-contingent securities whose payoffs depend on the realization of the discount factor $\beta$. For example, suppose the government can issue risky debt with a payoff of $X_R(\beta)$ at $t = 2$, when the realization of the discount factor is $\beta$. However, as long as these securities are fairly priced (i.e., as long as $P_R = E[\beta X_R(\beta)]$), the government cannot improve upon the simple tax-smoothing solution. This is an important result, because it implies that,
absent money demand, it does not make sense for the government to try to lower its expected financing costs by selectively selling securities that have low betas with respect to priced risks.\footnote{This result is reminiscent of Bohn (1999) and Missale (1997), who argue that expected return differences between bonds should only be taken into account in debt management if they are driven by market imperfections or liquidity.}

To see the intuition for this result, note from (10) that the planner cares about minimizing $E[\beta \tau_2^2] = \text{Cov} (\beta, \tau_2^2) + (E[\tau_2])^2 + \text{Var} (\tau_2)$. Suppose that the government reduces its issuance of two-period riskless bonds and instead issues state-contingent securities that deliver a high payout at date 2 when $\beta$ is high. On the one hand, this would reduce expected financing costs and hence expected taxes, leading $(E[\tau_2])^2$ to fall. This is because the risky securities command a higher price than riskless ones with the same expected payout, given that they have a high payoff in states where consumption is valued most. On the other hand, the issuance of these risky securities increases $\text{Cov} (\beta, \tau_2^2)$. That is, servicing the risky debt requires the government to impose higher taxes on households in states where consumption is highly valued and hence taxes are most painful. These two effects tend to offset one another, and we are left with the fact that issuing risky securities always increases $\text{Var} (\tau_2)$. Consequently, the effect on $E[\beta \tau_2^2]$ of shifting from riskless to risky securities is always positive, the opposite of what the planner would like to accomplish.

In summary, absent a specific hedging motive, the government should not issue a security that has a low required return simply because it is less risky in the standard asset pricing sense. This conclusion is similar to that of Froot and Stein (1998), who argue that a financial institution cannot create value for its shareholders simply by taking on priced risks that are traded in the marketplace.\footnote{The result that the government chooses not to issue state-contingent debt depends on our simplifying assumptions that endowments are deterministic and there are no fiscal shocks. Otherwise, the government might have a motive to issue state-contingent debt that hedges these risks as in Bohn (1988) and Barro (1997). Since these hedging motives are well understood, we dispense with them in order to highlight the new forces at work in our model.}

\section*{D. Optimal Maturity Structure with Money Demand}

We now turn to the case in which households derive utility from their holdings of short-term bonds. Before doing so, we introduce a notational simplification. We denote the total scale of government borrowing at date 0 as $D = B_{0,1} + B_{0,2}$, and the short-term debt share as $S = B_{0,1}/D$. Applying this notation, the benchmark optimal debt structure in the absence of money demand is given by $S = 1/2$ and $D = (2/3)G$.

We solve the planner’s problem in (9) subject to the budget constraint in (6). As before, the long-term bond has price $P_{0,2} = 1$, and the short-term bond issued at date 1 has uncertain price $\beta$. However, the short-term bond issued at date
0 now embeds a money premium, \( P_{0.1} = 1 + v(M_0) \). As shown in the Internet Appendix, we can rewrite the planner’s problem as

\[
\min_{S,D} \left[ \frac{1}{2} (G - D - DS v'(DS))^2 + \frac{D^2}{2} \left( b \left( S - \frac{1}{2} \right)^2 + \frac{1}{2} \right) - v(DS) \right],
\]

where \( b \equiv E[(\beta - 1)^2/(1 + \beta)] \approx \text{Var}[^2/2] \) is a measure of the magnitude of date-1 refinancing risk. The first-order condition for the short-term debt share \( S \) can be written as

\[
\text{Marginal tax-smoothing cost} \quad \overset{\text{Db}}{=} \quad \text{Marginal benefit of money services} \quad \overset{\text{v'(SD)}}{=} \quad \text{Marginal tax lowering benefit} \quad \overset{\tau_0 \cdot [v'(SD) + SDv''(SD)]}{=},
\]

Each of the three terms in (14) has a natural interpretation. The left-hand side represents the marginal tax-smoothing cost of shifting government financing toward short-term debt. Note that this cost depends on the difference between \( S \) and \( 1/2 \), that is, on the extent of the departure from perfect tax-smoothing. It also depends on the magnitude of date-1 refinancing risk \( b \), as well as on the raw scale of government debt \( D \). The first term on the right-hand side of (14) reflects the direct money benefit of short-term bills—the marginal convenience services enjoyed by households. The second term on the right-hand side of (14) captures the net benefit from the lower level of taxes that arises when the government finances itself at a lower average interest rate. The government can raise revenue either by taxing or by creating more money, with the marginal revenue from creating money given by \( v'(SD) + SDv''(SD) \). If the latter method of revenue-raising is nondistortionary, it pushes the social planner toward further issuance of short-term bills.

Nevertheless, for much of the remainder of the paper, we ignore this latter tax-lowering benefit, in which case (14) reduces to

\[
\text{Db}(S - 1/2) = v'(SD).
\]

The argument in favor of focusing on (14′) rather than (14) is as follows. Given that our formulation of the deadweight costs of taxation lacks microfoundations, we do not have any basis for asserting that one form of taxation—seignorage from money creation—is less distortionary than some other form, such as income or capital taxation. Fortunately, as we demonstrate below, our qualitative results are not sensitive to whether we derive them from (14) or (14′).

The one scenario where it makes most obvious sense to include the tax-lowering benefits of short-term debt is when this debt is held by foreign investors. In this case, issuing more short-term debt corresponds to raising more seignorage revenue from parties whose utility a parochial planner may not internalize, while allowing for the reduction of other taxes on domestic households. We return to this case at the end of this section.
The solution to (14′) leads directly to Proposition 2.\footnote{In establishing Proposition 2, we restrict the government from issuing state-contingent securities. Since the government now incurs refinancing risk, it might want to hedge this by issuing $\beta$-contingent securities, which we rule out.}

**Proposition 2:** Define $S^*$ as the optimal short-term debt share that solves $Db(S - 1/2) = v'(SD)$. Then $S^* > 1/2$, and $S^*$ is decreasing in both uncertainty about date-1 short rates as well as $G$, that is, $\partial S^*/\partial b < 0$ and $\partial S^*/\partial G < 0$. Furthermore, suppose that $v(M) = \gamma f(M)$, where $f(\cdot)$ is an increasing and weakly concave function and $\gamma$ is a positive constant. Then $\partial S^*/\partial \gamma > 0$.

Proposition 2 establishes that money demand increases the willingness of the government to issue short-term bills and thereby take on refinancing risk. In combination, Propositions 1 and 2 clarify that the government should only tilt toward a shorter maturity structure if short-term debt is “cheaper” than long-term debt because it benefits from a special money premium. By contrast, it would not make sense for the government to issue more short-term bills in an attempt to economize on traditional term premia that arise because long-term bonds suffer poor returns in bad states.

Proposition 2 also shows that this bias toward short-term maturities is more pronounced when either the intensity of money demand is stronger or the variance of short rates at date 1 is lower. At the extreme, if the variance of short rates is low enough, or if the social costs of rollover risk are sufficiently small, the government may go so far as to finance its entire debt using short-term bills. A similar logic can be used to understand the relationship between the government’s total debt burden and its choice of debt maturity. The greater is the size of the debt, as captured here by the parameter $G$, the larger is the refinancing risk in dollar terms and thus the less willing the planner is to deviate from $S = 1/2$. Furthermore, when $v''(\cdot) < 0$, the premium on short-term debt will fall as $G$ rises, further reducing the incentive to tilt toward short-term debt. As discussed earlier, these predictions capture the intuition used by practitioners to describe the government’s approach to debt maturity policy. And, as can be seen in Figure 2, they are clearly borne out in the U.S. data, where the correlation between debt maturity and debt to GDP has historically been strong.

**E. Allowing for Monetary Services from Long-Term Bonds**

To keep things simple, we assume that long-term bonds provide no monetary services whatsoever. However, all that we really need is for short-term bills to be more money-like than long-term bonds. Suppose instead that short-term bills offer one unit of monetary services and that long-term bonds offer $0 < q < 1$ units of monetary services. In this case, while the government tilts less toward short-term debt than if $q = 0$, our basic results remain qualitatively the same.\footnote{Specifically, if $M_0 = DS + qD(1 - S)$, the analog to (14′) is $Db(S - 1/2) = (1 - q)v'(DS + qD(1 - S))$. Relative to the previous solution, the right-hand side is scaled by a factor of}
Digging deeper, one can also think about how the magnitude of \( q \) might be derived from first principles. Suppose that, for a security to provide monetary services, it must be completely riskless between dates 0 and 1. Long-term government bonds are not riskless, since their date-1 value depends on the realization of \( \beta \), that is, long-term bonds are exposed to interest rate risk. However, the private market may still be able to create some amount of riskless claims by using long-term bonds as collateral for short-term borrowing, as is done in the repo market. Following Geanakoplos (2010), the quantity of riskless collateralized claims that can be manufactured is given by the minimum period-1 price of the long-term bond, that is, \( q = \beta_{\text{min}} < 1 \).

A version of this argument is likely to hold even in a more elaborate long-horizon model where the interval between periods becomes arbitrarily short, so long as \( v''(M_0) < 0 \). To see this, think about the present value of the expected stream of future monetary services provided by a long-term bond that is originally issued at a market value of 100. Suppose that, from one day to the next, the bond’s price can rise or fall by at most 1%. Thus, on the first day, it is possible to borrow 99 on a riskless overnight basis against the bond, that is, to generate almost the same amount of monetary services as would come from 100 short-term bills. However, over time, as the price of the bond fluctuates, the quantity of money that can be used to collateralize it will rise or fall. Given that \( v''(M_0) < 0 \), the value of such a risky stream of monetary services is less than the value of the sure stream of monetary services that come from the 100 short-term bills being rolled over repeatedly. The ratio of the value of the risky stream to that of the safe stream is equivalent to the concept of \( q \) in our simpler model.

**F. The Tax-Lowering Benefits of Short-Term Debt**

In the above analysis, we assume that the social planner internalizes the monetary benefits enjoyed by households who invest in short-term debt, but does not put any weight on the tax savings that short-term debt generates—because these savings ultimately reflect a (potentially distortive) seignorage tax on its own citizens. Now we explore the opposite configuration, where the planner cares about the tax-lowering benefits of short-term debt but not about the monetary services. As suggested above, this case is most naturally interpreted as corresponding to a situation in which all short-term debt is sold

\[
0 < (1 - q) < 1 \quad \text{and the argument of } v(\cdot) \text{ also reflects the additional monetary services derived from long-term bonds. It is straightforward to show that } \partial S^*/\partial q < 0, \text{ but we still have } S^* > 1/2 \text{ so long as } q < 1, \text{ that is, so long as short-term bills are more money-like than long-term bonds.}
\]

\[20\] If a bank buys a long-term bond at \( t = 0 \), it can manufacture a risky claim that pays \( \beta - \beta_{\text{min}} \) at \( t = 1 \), which it can sell to households for a price of \( 1 - q \), and a safe claim that always pays \( \beta_{\text{min}} \), which it can sell for \( q + q v'(M_0) \). Thus, banks would be willing to pay \( 1 + q v'(M_0) \) to clear the market and banks will earn zero profits by engaging in this “carry trade” in government bonds. However, by expanding the supply of short-term safe claims, this carry trade would ultimately benefit households.
to foreign investors, and a nationalistic planner looks out only for the interests of domestic households.

The nationalistic planner’s date-1 problem is the same as before, since all monetary services are consumed at date 0. The planner’s date-0 problem is similar to that in (9), except that we drop the direct utility of money services. Instead, as shown in the Internet Appendix, there is a term that reflects the fact that the planner can lower date-0 taxes on domestic households by raising seignorage revenue from foreign investors:

\[
\min_{(B_{01}, B_{02}, B_{12})} \left[ \frac{1}{2} \left( \tau_0^2 + E[\tau_1^2] + E[\beta \tau_2^2] \right) - v'(M)M \right].
\]  (15)

Expression (15) can be rewritten as

\[
\min_{S, D} \left[ \frac{1}{2} (G - D - R(DS))^2 + \frac{D^2}{2} \left( b \left( S - \frac{1}{2} \right)^2 + \frac{1}{2} \right) - R(DS) \right].
\]  (16)

where we make use of the notation \( R(M) = v'(M)M \) to denote seignorage revenue—the interest savings from issuing more short-term bills to foreign investors. We restrict attention to money demand functions for which \( R'(M) > 0 \) and \( R''(M) \leq 0 \). As shown in the Internet Appendix, the solution takes the form

\[
S^* = \frac{1}{2} + \frac{R'(D^*S^*)}{b R'(D^*S^*)(G - R(D^*S^*) + 3) + 2(G - R(D^*S^*) - R'(D^*S^*))},
\]  (17)

and

\[
D^* = \frac{(2 + R'(D^*S^*))(G - R(D^*S^*)) + R'(D^*S^*)}{3 R'(D^*S^*)}.
\]  (18)

Equations (17) and (18) yield the following proposition.

**Proposition 3:** Let \( R(M) = v'(M)M \) and suppose that \( R'(M) > 0 \) and \( R''(M) \leq 0 \). Then, with foreign investors holding all the short-term debt and with a nationalistic planner, we have that (as in Proposition 2): \( S^* > 1/2, \partial S^*/\partial b < 0, \) and \( \partial S^*/\partial G < 0 \).

In summary, the case with foreign investors and a nationalistic planner works similarly to our baseline closed-economy case. The government still finds it optimal to issue more short-term debt than in the perfect tax-smoothing benchmark, and the comparative statics are directionally the same.

**III. Adding Private-Sector Money Creation**

We now extend the trade-off model from Section III to allow private financial intermediaries to compete with the government in the provision of money-like securities. Our treatment of private-sector money creation follows Stein (2012). As in Stein’s (2012) model, banks invest in real projects, and can choose whether
to finance these projects by issuing short-term or long-term debt to households. Households cannot invest directly in real projects because they lack the necessary monitoring expertise. Given the structure of the risks on these real projects, only short-term bank debt can be made riskless. Hence, if they wish to capture the convenience premium associated with money-like short-term safe claims, and thereby lower their financing costs, banks must issue short-term debt. While this has the same social benefits as government-created money, it can also lead to forced liquidations and fire sales. These fire sales in turn create social costs that the banks themselves do not fully internalize.

A. Bank Investment and Financing Choices

There are a continuum of banks in the economy with total measure one. Each bank invests a fixed amount $I$ at date 0, financed entirely with borrowing from households, that is, banks have no endowment of their own. With probability $p$, the good state occurs and the investment returns a certain amount $F > I$ at date 2. With probability $(1 - p)$, the bad state occurs. In the bad state, expected output at date 2 is $\lambda I < I$, and there is some downside risk, with a positive probability of zero output. Importantly, the potential for zero output at date 2 in the bad state means that no amount of long-term bank debt can ever be made riskless, no matter how much seniority it is granted.

At date 1, a public signal reveals whether the good or bad state will prevail at date 2. Given the linearity of household preferences over consumption, the realization of banks’ investment risk has no direct impact on the price of new government bonds issued at date 1, which continues to be given by $P_{1,2} = \beta$. To simplify the analysis we assume that this investment risk is independent of the realization of the discount factor $\beta$ at date 1. However, the results are unchanged if we allow investment risk to be correlated with the realization of $\beta$.

As demonstrated in Stein (2012), if the bad signal about investment output is observed at date 1, banks will be unable to roll over their short-term debt, and will be forced to sell assets to pay off departing short-term creditors. A bank that sells a fraction $\Delta$ of its assets obtains date-1 proceeds of $\Delta \beta k \lambda I$, where $0 \leq k \leq 1$ denotes the endogenous discount to fundamental value (i.e., $\beta \lambda I$) associated with the fire sale; we discuss the equilibrium determination of $k$ below. A bank that finances itself by issuing $MP$ dollars of short-term safe debt must therefore sell a fraction $\Delta = MP/(\beta k \lambda I)$ in the bad state when the discount factor is $\beta$.

Banks make an initial capital structure decision at date 0. They can finance their investment by issuing either short-term or long-term debt. The advantage of short-term debt is that it can be sufficiently well collateralized so as to be rendered riskless, provided that not too much is issued. This allows short-term bank debt to provide monetary services to households, and hence lowers its required rate of return. The disadvantage of short-term debt is that it forces banks to sell assets at discounted prices in the bad state.
Since $\Delta \leq 1$, the upper bound on the quantity of private money $M_P$ that banks can create is given by $M_P \leq \beta^{\text{min}} k \lambda I$. In other words, banks can fully collateralize an amount of short-term debt equal to what they can obtain by selling off all of their assets at date 1 when the discount factor $\beta$ is at its lowest possible value. No bank will ever wish to issue an amount of short-term debt greater than this upper bound, since in this case the debt is no longer riskless, and hence does not sell at a premium, yet it still causes the bank to bear fire-sale costs.

A bank that finances itself with an amount of private money $M_P$ realizes total savings of $M_P \cdot v'(M_0)$ relative to the case in which it issues only long-term debt. Note that $M_0$ is now the total amount of private plus government money, that is, $M_0 = M_P + M_G = M_P + SD$. Thus, we are assuming that government money and private money are perfect substitutes in household utility functions.

**B. Fire Sales**

To pin down the fire-sale discount $k$, we follow Stein (2012) and assume that, when a bank is forced to sell assets in the bad state at date 1, these assets are purchased by a set of “patient investors.” Patient investors have a war chest of $W$, but cannot access capital markets at date 1 to raise more money in the event that the bad state occurs—in other words, their resources cannot be conditioned on the realization of the state. In addition to buying any assets sold by the banks, the patient investors can also allocate their war chest to investing in new physical projects at date 1. Given an investment of $K$, these new projects generate a gross social return of $g(K)$ at time 2, where $g' > 0$ and $g'' < 0$. However, these social returns are not fully pledgeable; only a fraction $\phi < 1$ can be captured by the patient investors. Thus, for an investment of $K$, the gross private return available to patient investors at time 2 is $\phi g(K)$. This imperfect pledgeability assumption is crucial in what follows, because it implies that the market fire-sale discount of $k$ does not reflect the full social costs of underinvestment by patient investors in the bad state.²¹

In the good state, banks do not sell any of their assets, so patient investors invest all of their capital in new projects, that is, $K = W$. In the bad state, banks are forced to sell assets to pay off the short-term debt that they have issued, and these asset sales are absorbed by the patient investors in equilibrium, so $K = W - M_P$. The fire-sale discount is determined by the condition that, in the bad state, patient investors must be indifferent at date 1 between buying assets

²¹The limited pledgeability assumption is a modeling simplification. Here we take the fire-sale externalities as given and study the implications for government debt management. A wedge between private and social returns is not needed to generate fire-sale externalities. As shown by Caballero and Krishnamurthy (2003), Lorenzoni (2008), Stein (2012), and Davila (2014), they emerge under a broad range of assumptions and are an instance of the generic inefficiency result in economies with incomplete markets or financial frictions (Geanakoplos and Polemarchakis (1986), Greenwald and Stiglitz (1986)). Of course, other positive or negative externalities may be associated with short-term debt as well, but are not considered in our model.
liquidated by the banks and investing in new projects.\textsuperscript{22} This implies that the fire-sale discount to fundamental value is

\[ \frac{1}{k} = \phi g'(K) = \phi g'(W - M_P). \tag{19} \]

C. Private Incentives for Money Creation

Individual banks maximize the expected present value of project cash flows, net of financing costs. Thus, banks’ objective is

\[ \Pi = (pF + (1 - p)E[\beta(1 - \Delta)\lambda I + \beta \Delta \lambda kI] - I) + M_P' v'(M_0) \]

\[ = [pF + (1 - p)\lambda I - I] + M_P[v'(M_0) - (1 - p)(1/k - 1)]. \tag{20} \]

Each bank treats total money \( M_0 \) and hence \( v'(M_0) \) as given when choosing their capital structure, and similarly for the fire-sale discount \( k \). Because investment \( I \) is independent of financing, we can focus on the right-hand terms in (20), ignoring the first expression in brackets. These latter terms capture the trade-off that banks face when creating more private money: doing so lowers their financing costs by an amount \( M_P \cdot v'(M_0) \), but with probability \( (1 - p) \) leads them to sell their assets at a discount to fundamental value. As noted earlier, the analysis is unchanged if we allow investment risk to be correlated with the realization of \( \beta \).\textsuperscript{23}

Substituting (19) into (20), equilibrium private money creation \( M_P^* \) is pinned down by

\[ v'(M_P^* + M_G) = (1 - p)(\phi g'(W - M_P^*) - 1). \tag{21} \]

Note that this interior solution is only valid if \( M_P^* \) is below its technological upper bound, that is, if \( M_P \leq \beta_{\min} \lambda I = (\beta_{\min} \lambda I)/(\phi g'(W - M_P)) \). As long as we do have an interior optimum, \( M_P^* \) is greater when the pledgeability parameter \( \phi \) is smaller. The intuition is that, when \( \phi \) is smaller, banks do not internalize as much of the fire-sale costs associated with private money creation. The social costs of fire sales are given by the underinvestment in new date-1 projects that they ultimately displace; these projects have a marginal social value of \( g'(W - M_P^*) \). But the private costs to the banks of fire sales are only felt to the extent that they result in a discount on the assets they sell, and this discount is related to \( \phi g'(W - M_P^*) \).

\textsuperscript{22} See Shleifer and Vishny (2010) and Diamond and Rajan (2011) for similar formulations of the real costs of fire sales.

\textsuperscript{23} Let \( X \in \{B, G\} \) denote realization of the investment risk and \( \beta_x = E[\beta | X = x] \). It is easy to see that discounted expected fire-sale costs are \( E[\beta \lambda I(k - 1)\Delta | X = B] = M_P(1 - 1/k) \) irrespective of the value of \( \beta_B \). Intuitively, discounted fire-sale costs do not depend on \( \beta_B \) because the fraction of assets sold \( \Delta = M_P/\beta kI \) declines with \( \beta \). Thus, private money creation is pinned down by (21) even if investment risk is correlated with the preference shock.
D. The Social Planner’s Problem

Since all the output of banks and patient investors ultimately accrues to households as in Stein (2012), the social planner now maximizes total household utility given by equation (5). Ignoring constant terms, total household utility is

\[ U_{SOCIAL} = E[g(K) - K] + v(M_0) - \frac{1}{2} \left[ \tau_1^2 + E[\tau_2^2] + E[\beta \tau_2^2] \right]. \] (22)

We begin by considering a first-best case in which the planner is able to directly control private money creation \( M_P \), in addition to total government debt \( D \) and the short-term government share \( S \). Denoting the social planner’s first-best values with two asterisks, we have the following result.

**Proposition 4:** In the first-best outcome, the marginal costs of both public and private money are set equal to the marginal social benefit of additional money services:

\[
\begin{align*}
(1 - p)(g'(W - M_P^*) - 1) &= v'(M_G^* + M_P^*) = b(M_G^* - D^*/2).
\end{align*}
\] (23)

The latter equality in (23), namely, \( v'(M_G^* + M_P^*) = b(M_G^* - D^*/2) \), is just a restatement of (14') from the government-only case, generalized to allow for the existence of private money. The former equality, namely, \( (1 - p)(g'(W - M_P^*) - 1) = v'(M_G^* + M_P^*) \), differs from the private solution in (19) to the extent that the pledgeability parameter \( \phi \) is less than one. Simply put, for any value of government money creation \( M_G \), the social planner always prefers a smaller value of private money creation than do the banks acting on their own, that is, \( M_P^* < M_P^* \). Again, this is because, with \( \phi < 1 \), the banks do not fully internalize the underinvestment costs that accompany their money-creation activities.

While the first-best outcome in Proposition 4 is a useful benchmark, it may be difficult to implement, because it requires that the government directly control all forms of private money creation. For example, the government can try to impose a cap or a tax on short-term debt issuance by regulated banks. However, as pointed out by Gorton (2010) and others, a significant fraction of private money creation in the modern economy takes place in the unregulated “shadow banking” sector, and so may be hard to police effectively at low cost. Indeed, more stringent regulation of traditional commercial banks may simply drive a greater share of private money creation into the unregulated sector. Thus, for the time being, we assume that regulations capable of implementing (23) are either unavailable or prohibitively costly.

With this limitation in mind, an alternative way to frame the planner’s problem is as a second-best one in which it still seeks to maximize (22), but it cannot directly constrain private money creation and hence its only choice variables are those pertaining to the government’s own debt structure, namely, \( D \) and \( S \). It is in this second-best setting that our crowding-out intuition emerges. Consider what happens if the government issues more short-term debt at the
margin. The convenience premium \( v(\cdot) \) falls, making it less attractive for the private sector to cater to money demand. In particular, for any given level of government money \( M_G \), the corresponding level of private money creation is pinned down by (21). This implicitly defines a private-sector reaction function to government short-term debt issuance, \( M^*_P(M_G) \). It is straightforward to show

\[
-1 < \frac{\partial M^*_P}{\partial M_G} = -\frac{v''(M^*_P + M_G)}{v''(M^*_P + M_G) + (1 - p)\phi g''(W - M^*_P)} < 0. \tag{24}
\]

Using the private-sector reaction function, we can back out the amount of public money necessary to crowd out all socially excessive private money creation. However, because it is also socially costly for the government to issue more short-term debt, it will not be optimal for the government to issue so much short-term debt as to push private money creation all the way down to \( M^*_P \). Using this logic, we can derive the government’s first-order condition for the optimal short-term share in the second-best case, which we denote by \( S^{***} \).

\[
D^{***}b(S^{***} - 1/2) = \overbrace{v'(M^*_P + S^{***} D^{***})}^{\text{Marginal benefit of money services}} + (1 - p)(\phi - 1)g'(W - M^*_P) \frac{\partial M^*_P}{\partial M_G}. \tag{25}
\]

Relative to our previous condition in (14′), equation (25) shows that there is an additional crowding-out benefit of short-term government debt. (The last term in (25) is positive when \( \phi < 1 \) since \( \partial M^*_P/\partial M_G < 0 \).) Thus, we have the following result.

**Proposition 5:** When there are externalities associated with private money creation (i.e., \( \phi < 1 \)), a government that recognizes the crowding-out benefits of short-term debt issues more short-term debt than a government that ignores its impact on private money creation. Moreover, if \( v''(\cdot) \) and \( g''(\cdot) \) are not too large, the crowding-out motive grows monotonically stronger as banks’ failure to internalize fire-sale costs becomes more extreme, that is, \( \partial S^{***}/\partial \phi < 0 \).

It is worth emphasizing that Proposition 5 relies only on the assumptions that (i) both Treasury bills and short-term financial debt offer some amount of short-term safety and (ii) Treasury bills offer greater short-term safety than long-term Treasuries. Specifically, a shift toward short-term T-bills, holding constant total government debt, will crowd out private short-term debt under these more general conditions.\(^{24,25}\)

\(^{24}\) The analysis is largely unchanged if, following KVJ (2012), total monetary services are \( \kappa M_P + M_G \). In this case, (24) becomes \( \partial M^*_P/\partial M_G = -k^{-1}(k^2 v''(\cdot))/(k^2 v''(\cdot) + (1 - p)\phi g''(\cdot)) \) and (25) is unchanged.

\(^{25}\) The analysis is also largely unchanged if households derive \( q < 1 \) units of monetary services from long-term government bonds, for example, because banks can use long-term bonds to back
E. Are the Magnitudes Economically Interesting?

It is not immediately apparent whether the crowding-out benefit identified in equation (25) is of an economically interesting magnitude. To address this question, we perform a back-of-the-envelope calibration, drawing on some of our empirical estimates from earlier in the paper. We use this calibration to make two points. First, the crowding-out motive for issuing short-term bills, that is, the second term on the right-hand side of (25), is arguably of the same order of magnitude as the direct monetary-services motive captured in the first term on the right-hand side of (25). Second, when weighed against the tax-smoothing costs of tilting toward more short-term debt, this benefit is sufficient to raise the short-term share significantly, perhaps by something on the order of five percentage points.

The crowding-out effect is given by $(1 - p)(1 - \phi)g'(W - M^*_p) \cdot \partial M^*_p / \partial M_G$,

which means we have to estimate four parameters. The $(1 - p)$ term corresponds to the annual probability of a crisis in which the financial sector’s inability to roll over short-term claims leads to a significant contraction in credit. Data on the frequency of financial crises are available in Barro and Ursua (2008) and Laeven and Valencia (2010), and suggest a range of between 5% and 10%. To be conservative, we assume a value of $(1 - p) = 5\%$, corresponding to a crisis occurring once every two decades.

The $(1 - \phi)$ term represents the fraction of an investment’s return that is not appropriable by an intermediary—it is a measure of nonpledgeability of investment returns, or alternatively of the extent of financial contracting frictions. This parameter is hard to estimate based on the literature. We somewhat arbitrarily set $(1 - \phi) = 0.15$.

The $g'(\cdot)$ term is the marginal gross social return to physical capital in a crisis state. As a practical matter, it can be equivalently thought of as the expected gross return to a deep-pocket investor who purchases assets in a fire sale. Pulvino (1998) documents that, during airline industry downturns, airplanes change hands at discounts on the order of 30% relative to more normal market prices. Campbell, Giglio, and Pathak (2011) report that foreclosure discounts in forced home sales average 27%. With these numbers as loose motivation, we use $1.30$ as our estimate of $g'(\cdot)$.

Finally, $\partial M^*_p / \partial M_G$ is the equilibrium response of private money creation to a shift in the supply of short-term T-bills. While our estimates in Table II are subject to a variety of caveats, our previous discussion suggests that a value of $-0.50$ is a reasonable guess. Combining these numbers, we have that $(1 - p)(1 - \phi)g'(W - M^*_p) \cdot \partial M^*_p / \partial M_G = 0.05 \times -0.15 \times 1.3 \times -0.50 = 0.005$, or roughly 50 bps.

some amount of absolutely safe short-term debt. In this case, we have $M_G = DS + qD(1 - S)$ and (24) is unchanged. However, both the direct money benefit and the indirect crowding-out benefit of short-term debt on the right-hand side of (25) are multiplied by $0 < (1 - q) < 1$.

26 Technically, liquidation discounts $1/k$ are informative about $\phi g'(\cdot) < g'(\cdot)$ and cannot be used to separately pin down $\phi$ or $g'(\cdot)$ in our model. For simplicity, we ignore this issue here.
This 50 bps figure can be compared to the marginal monetary benefits term in (25), given by $v'(\cdot)$. As previously noted, an on-average estimate for the convenience premium in short-term T-bills is on the order of 40 bps. Thus, the crowding-out benefit and the marginal monetary benefits associated with short-term T-bills would appear to be in the same ballpark. Obviously, there are a number of ways this calculation could be off, but it does suggest that the crowding-out effect is likely to be a first-order consideration.

Suppose the government has been ignoring the crowding-out benefit when choosing its debt maturity structure, that is, decisions have been based on (14') as opposed to (25). By how much would it raise the short-term share of debt if this additional 50 bps benefit were taken into account? Equivalently, how much would the government adjust the short-term share in response to a 50 bps shock to money demand? Unfortunately, this is a difficult question to answer since a major take-away from Section I is that much of the observed variation in both government debt maturity and the money premium is due to shocks to supply, rather than demand shocks. In a crude attempt to overcome this stumbling block, we examine the government’s response to the one major money demand shock observed in our sample, in the fall of 2008. From August 14, 2008 to November 6, 2008, the premium on four-week bills rose from 18 bps to 148 bps—a change of 130 bps. At the same time, T-bills as a share of total debt rose from 27% to 37%. If one interprets the latter 10-percentage-point increase as the government’s response to a 130 bps money demand shock, one might loosely argue that taking into account a 50 bps crowding-out motive should raise the short-term Treasury share by roughly four percentage points. This would represent an economically significant change in the composition of the debt, though not a radical one.\footnote{This estimate is dependent on our arbitrary assumption that $1 - \phi = 15\%$. For instance, if instead we had $1 - \phi = 30\%$, the crowding-out benefit of short-term debt would rise to 100 bps, suggesting an eight-percentage-point increase in the share of short-term Treasuries.}

**IV. Further Extensions**

**A. Using Debt Maturity and Regulation Together to Control Private Money Creation**

To illustrate the crowding-out role for government debt maturity, we make the extreme assumption that direct regulation of private money creation is impossible. This is clearly unrealistic—as underscored by the fact that much of the current financial reform agenda has focused on regulating the capital structure of intermediaries. A more appealing way to cast the argument is to say that both government debt maturity and direct regulation can be useful in limiting private money creation, but both tools have their limitations, so it is optimal to use them in combination.

To capture this intuition in the model, we assume that the regulatory tool takes the form of a Pigouvian tax at a rate $\theta_P$ per unit of private money. We assume that these taxes create their own deadweights costs of $\left(\frac{\Upsilon}{2}\right) \cdot \theta_P^2$.\footnote{This estimate is dependent on our arbitrary assumption that $1 - \phi = 15\%$. For instance, if instead we had $1 - \phi = 30\%$, the crowding-out benefit of short-term debt would rise to 100 bps, suggesting an eight-percentage-point increase in the share of short-term Treasuries.}
These costs might reflect efforts by banks to shift activities into areas where the use of short-term debt is unregulated. For simplicity, we also assume that any revenues from these taxes are rebated lump-sum to the banking industry. Under these assumptions, bank profits are given by

$$\Pi = [pF + (1 - p)\lambda I - I] + M_P [v'(M_0) - \theta_P - (1 - p)(1/k - 1)] + L_0,$$

where \( L_0 \) is the lump-sum tax rebate. Because individual banks take \( L_0 \) as fixed, private money creation is determined by

$$v'(M^*_P + M_G) = \theta_P + (1 - p)(\phi g'(W - M^*_P) - 1),$$

which is the same as equation (21) but for the new \( \theta_P \) term. Clearly, banks issue more private money \( M^*_P \) when the tax rate \( \theta_P \) on doing so is low (i.e., \( \partial M^*_P/\partial \theta_P < 0 \)).

Armed with two tools to constrain private money creation, what should the government do? The planner’s objective is to maximize

$$U_{SOCIAL} = E[g(K) - K] + v(M_0) - \frac{1}{2} \left[ \tau_0^2 + E[\tau_1^2] + E[\beta \tau_2^2] \right] - \frac{\Upsilon}{2} \theta_P^2,$$

which is the same as equation (22) but for \(- (\Upsilon/2) \cdot \theta_P^2\), which reflects the social losses associated with the money creation tax. If \( \Upsilon = 0 \), this Pigouvian tax can be optimally set so as to make the banks fully internalize the fire-sale externality. As long as \( \Upsilon \) is positive, however, the optimal tax does not completely eliminate the externality.

If we maximize equation (29) with respect to government debt maturity \( S \), we obtain the following generalization of (25):

$$\frac{\text{Tax-smoothing cost of govt. money}}{D^{***} b(S^{***} - 1/2)} = \frac{\text{Marginal benefit of money services}}{v'(M^*_P + S^{***} D^{***})}$$

$$+ \frac{\Upsilon}{\partial M^*_P/\partial \theta_P + \Upsilon} (1 - p)(\phi - 1)g'(W - M^*_P) \frac{\partial M^*_P}{\partial M_G}.$$

(29)

As before, the government tilts toward short-term debt because both of the direct benefits derived from money services as well as the crowding-out benefit. Relative to equation (25), however, the crowding-out motive is attenuated by a multiplicative term reflecting the deadweight costs of regulation \( \Upsilon \) and the responsiveness of private money to the regulation. In the limit when regulation is very costly to implement, which occurs as \( \Upsilon \) goes to infinity, we recover our previous solution, with government debt maturity being the only effective policy tool. By contrast, if \( \Upsilon = 0 \), regulation is costless and the crowding-out benefit vanishes.

**Proposition 6:** Suppose \( \phi < 1 \) and the tax-smoothing costs of short-term debt and the deadweight costs of regulation are both positive (i.e., \( b > 0 \) and \( \Upsilon > 0 \)).
Then the government uses two tools to control private money creation, setting a Pigouvian tax on private money ($\theta^* > 0$) and issuing additional short-term debt to crowd out private money. Moreover, if $v'''(-)$ and $g'''(-)$ are not too large, the government does (i) more crowding out and less regulation when the deadweight costs of regulation are higher and (ii) less crowding out and more regulation when the tax-smoothing costs of short-term debt are higher. If the use of either tool in isolation is sufficient costly (i.e., both $b$ and $\Upsilon$ are large enough), then the government increases its reliance on both tools as banks’ failure to internalize fire-sale costs becomes more extreme (i.e., $\partial S^*/\partial \phi < 0$ and $\partial \theta^*_P / \partial \phi < 0$).

B. Multiple Maturities of Government Debt

In our simple model, there are only two maturities of government debt: short- and long-term. In reality, the government can issue at any maturity from a few days to 30 years. The presence of a wider range of maturities raises the question of whether the Treasury could increase its issuance of short-term bills, and thereby provide more in the way of monetary services, without suffering much of a cost in terms of increased tax volatility. In particular, any reduction in duration brought about by an increase in short-term bills could be offset by shifting the right amount of medium-term bonds into long-term bonds. If duration is in fact an appropriate summary statistic for exposure to tax volatility risk, it might make sense for the government to pursue a “barbell” strategy, with a lot of short- and long-term debt, and relatively little medium-term debt.

The Internet Appendix explores this multiperiod extension. The key insight is that, if interest rate shocks are driven primarily by parallel shifts in the yield curve, then a barbell strategy enables the government to hedge out most of the interest rate exposure created by its initial reliance on short-term debt. In the limiting case in which all interest rate shocks are driven by parallel movements in the yield curve, the central trade-off between tax-smoothing and the production of monetary services disappears, because the government can perfectly immunize itself against interest rate shocks. Specifically, the barbell strategy allows for a decoupling of money creation—which is accomplished by issuing more short-term debt—and tax-smoothing, which, roughly speaking, can be accomplished by keeping duration fixed at the optimal value. Once we allow for nonparallel shifts in the yield curve, then the barbell strategy no longer provides a perfect hedge. Thus, if the government wants to create more in the way of monetary services, it must do so by shortening the weighted-average maturity of its debt and therefore accepting some risk of variable tax rates.

PROPOSITION 7: Consider an extension of our model in which there are short-, medium-, and long-term bonds, and in which monetary services are only generated by short-term bonds. If the only sources of interest rate shocks are parallel shifts in the yield curve, a barbell strategy—with high short-term and long-term debt and little medium-term debt—is optimal for the government and allows for a large volume of monetary services with little exposure of taxes to interest rate
risk. By contrast, if the yield curve can change shape, the optimum will involve: (i) less of a barbell structure—that is, less short- and long-term debt and more medium-term debt, (ii) a shorter average debt maturity, and (iii) less in the way of monetary services.

What might a move in the direction of such a barbell strategy look like in practice? T-bills averaged 24% of total marketable debt between 1995 and 2009 and the weighted-average maturity of T-bills was 90 days. As shown in Figure 1, Panel A, there appears to be a significant money premium in the shortest maturity T-bills—those with maturities of less than four weeks. And much of the short-term financing of financial institutions is of extremely short maturity, often overnight. This suggests that, by simply reshuffling maturities within the category of T-bills, the Treasury could better cater to money demand and have a strong crowding-out effect on private money creation. Suppose the Treasury did so, and cut the average maturity of bills by half to 45 days. To offset the change in duration, the Treasury could simply do a small swap of 10-year notes for 20-year bonds.

There are two important qualifications to Proposition 7. First, our model does not explain why so much of the monetary premium is concentrated at the very short end of the yield curve, that is, why one-month bills have yields that are so much lower than three-month bills. Absent a better understanding of this phenomenon, any recommendation to shorten maturities within the category of T-bills must be tempered somewhat.

Second, we suspect that our formulation of the tax-smoothing motive may not fully capture all the concerns that government debt managers have in mind when they talk about the “rollover risk” associated with short-term financing. Specifically, one can imagine that, even if the discount factor $\beta$ were fixed, it might be imprudent for the Treasury to put itself in the extreme position of having to roll over all outstanding T-bills every night. Such a strategy might increase its vulnerability to bank-run-type problems, whereby a sudden fear about the government’s ability to service its debts leads to a sharp increase in borrowing costs and makes the run a self-fulfilling prophecy (Bohn (2011)). However, before one invokes run risk as a reason not to issue more T-bills, it is important to remember the core message of the model: what matters is not the absolute social cost created by a given government debt maturity structure, but the government’s comparative advantage in bearing this cost. While it is one thing to argue that the government may face some amount of run risk when issuing a large quantity of short-maturity debt, it is quite another to argue that it is not better suited than the private sector to bearing such run risk.

V. Conclusions

A growing body of evidence suggests that safe short-term debt securities provide significant monetary services to investors. Moreover, while both the government and private-sector financial intermediaries have the capacity to produce such money-like claims, the private sector’s incentives to engage in
money creation may be socially excessive, because intermediaries do not fully internalize the fire-sale costs associated with their reliance on short-term funding.

These two observations can be used as a basis for thinking about government debt management policy. The most novel insight to emerge from our framework is that government debt maturity can be a useful complement to prudential financial regulation. Rather than addressing private-sector financial fragility solely by writing rules that attempt to constrain the use of short-term debt by intermediaries, the government can also reduce the incentives that lead to excessive private money creation by issuing more short-term debt of its own, thereby compressing the monetary premium and crowding out private issuance. This crowding-out approach may be a powerful tool in a world where it is easy for financial activity to migrate out of the reach of regulators, thereby frustrating the intentions of more traditional capital or liquidity regulations.

Our model also allows us to examine how the government should respond to shocks to money demand or private supply of money-like claims. For example, consider a scenario in which the private sector’s ability to manufacture short-term riskless claims becomes compromised, such as in the midst of a financial crisis. The model suggests that the government should respond to such a shock by expanding the supply of T-bills. Such reasoning seems to have been borne in the fall of 2008, when the Treasury issued $350 billion of short-term bills within a week of Lehman Brothers’ failure, as part of the so-called Supplementary Financing Program. The proceeds from this program were lent to the Federal Reserve, which in turn bought long-maturity assets.

This episode raises the question of the respective roles of the Treasury and the central bank in accommodating the demand for safe short-term debt. We have implicitly assumed that money demand and private money supply are relatively stable, which suggests that the Treasury could satisfy the demand while choosing a stable maturity structure for the federal debt. However, to the extent that there are important high-frequency shocks to money demand and supply, it might make more sense institutionally for these shocks to be handled by the Federal Reserve. This could be done by changing the maturity structure of the Fed’s asset holdings, as in the Fed’s recent Maturity Extension Program. For example, the Fed might accommodate a sudden spike in money demand by selling some of its T-bill holdings and using the proceeds to buy longer-term Treasuries. More generally, our model treats the government as a single consolidated entity, and is therefore silent on the question of how to divide responsibilities for provision of money-like claims between the Treasury and the Fed. If the normative ideas developed here are to be taken seriously, it will be necessary to address this question and the many logistical and political economy issues that it raises.
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