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Abstract 

Generative AI is poised to reshape the labor market, affecting cognitive and white-collar 
occupations in ways distinct from past technological revolutions. This study examines whether 
generative AI displaces workers or augments their jobs by analyzing labor demand and skill 
requirements across occupations. Our findings reveal a heterogeneous effect: generative AI-
driven automation reduces labor demand and skill requirements in structured cognitive-task 
jobs, while increasing both demand and skill complexity in positions that involve human-AI 
collaboration. These results highlight the importance of understanding generative AI’s nuanced 
impact on the labor market and designing targeted policies to mitigate job displacement while 
supporting skills development for human-AI collaboration. 
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1 Introduction 

Artificial intelligence (AI) has advanced rapidly in recent decades and is widely 

regarded as the next industrial revolution, with the potential to transform the economy and 

redefine the nature of work. This transformation accelerated with the public release of 

generative AI technologies such as ChatGPT in late 2022. However, the impact of this 

breakthrough on the labor market remains dynamic and complex. Unlike previous 

technological revolutions, generative AI can perform sophisticated cognitive tasks such as 

problem-solving and decision-making that traditionally required human expertise. This 

capability raises a fundamental question: does generative AI displace an unprecedented number 

of workers, or does it unlock new productivity gains for them? 

While many argue that generative AI, as a capital-augmenting technology, will displace 

workers by automating tasks previously performed by humans, thereby reducing labor demand 

(Eisfeldt et al., 2023; Frank et al., 2023), others suggest it could have a positive effect by 

increasing worker productivity and labor demand (Agrawal et al., 2023b; Noy & Zhang, 2023). 

This could occur through productivity gains from automating parts of tasks within an 

occupation (Acemoglu & Restrepo, 2018a) as well as the creation of entirely new tasks enabled 

by generative AI (Acemoglu & Restrepo, 2019). The net effect of these opposing forces on 

labor demand determines how generative AI will impact the labor market, making the actual 

outcomes in labor markets an empirical question. 

Theoretical research on automation's labor market effects is well-established 

(Acemoglu & Restrepo, 2018a, 2019, 2020), but recent studies are only beginning to explore 

how generative AI may impact jobs, productivity, and firms (Eisfeldt et al., 2023; Eloundou et 

al., 2024; Felten et al., 2023; Noy & Zhang, 2023). However, most of these studies rely on task-

exposure models to estimate job automation rather than analyzing actual labor market 

outcomes. Moreover, these studies have primarily focused on generative AI’s potential to 
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automate work, relatively little attention has been given to its potential to augment labor. To 

address this gap, we develop indices that measure both the augmentation and automation 

potential of generative AI across occupations. Using a near-universe dataset of U.S. job 

postings, we empirically validate these indices and analyze how generative AI is reshaping 

labor demand and skill requirements. Specifically, we examine how firms adjust their demand 

for automation-prone versus augmentation-prone occupations and how skill requirements 

evolve in response to generative AI adoption. 

Our analysis begins by examining the tasks associated with each occupation in the 

Occupational Information Network (O*Net) v25.1 dataset. Following the methodology of 

Eloundou et al. (2024), we utilize OpenAI's ChatGPT to assess the potential for task automation 

by generative AI. Based on these assessments, we assign an automation score to each 

occupation. Furthermore, we develop an augmentation score for each task, recognizing that 

occupations comprising a mix of automatable tasks and those unaffected by generative AI are 

likely to experience the highest productivity gains. This approach aligns with the concept of 

labor-augmenting technological change, as discussed by Acemoglu (2002b, 2003) and 

Acemoglu & Autor (2011).  

By combining these automation and augmentation scores with the Lightcast dataset, we 

study the changes in job postings before and after the introduction of generative AI across 

various occupational groups. Using a synthetic difference-in-differences approach, we find a 

17% decrease in job postings per quarter per firm for occupations in the top quartile of 

automation potential following the introduction of generative AI, compared to the control 

group. Conversely, job postings for augmentation-prone occupations increase by 22% per 

quarter per firm. This heterogeneous impact of generative AI on labor demand underscores the 

technology's potential as a labor-augmenting force, contrasting with prevailing concerns about 

its role in reducing overall labor demand. These results suggest that while generative AI may 
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decrease demand for highly automatable jobs, it simultaneously increases demand for jobs that 

can be augmented by this technology. This nuanced perspective contributes to the ongoing 

discourse on the impact of AI on the labor market, highlighting both the challenges and 

opportunities presented by this emerging technology. 

Our next set of analyses focuses on the impact of generative AI on the skills associated 

with job postings. Utilizing the comprehensive required skill data for each job posting from 

LightCast, we employ ChatGPT to classify skills and identify those exposed to generative AI. 

We hypothesize that the number of AI-exposed skills, total required skills, and newly required 

skills will decrease for jobs highly susceptible to automation, while increasing for jobs prone 

to augmentation. This hypothesis aligns with the arguments presented by Acemoglu & 

Restrepo (2018b, 2019, 2020a) and Autor et al. (2024). 

Our findings support this hypothesis. Following the introduction of generative AI, we 

observe a significant 24% decrease in generative AI-exposed skills per firm per quarter among 

jobs in the top quartile of automation exposure. In contrast, there is a 15% increase in generative 

AI-exposed skills per firm per quarter for jobs most susceptible to augmentation. Similar trends 

are mirrored in both the total number of required skills and newly required skills. These results 

underscore the differential impact of generative AI on skill requirements across various job 

categories. They suggest that while generative AI may reduce the need for certain skills in 

highly automatable jobs, it simultaneously creates demand for new skills in jobs that can be 

effectively augmented by the technology.  

Our study contributes to multiple strands of the literature. First, it builds on research 

examining how technological change affects the labor market by empirically examining 

whether generative AI leads to job displacement or augmentation. Technological advancements 

can be factor-specific, augmenting either capital or labor (Acemoglu et al., 2024; Acemoglu & 

Restrepo, 2019). They can also create new tasks that reshape workforce dynamics, with 
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implications for job creation and skill evolution (Acemoglu & Restrepo, 2019; Autor Caroline 

Chin Anna Salomons Bryan Seegmiller et al., 2022). Notably, automation has historically 

favored capital, and diminished labor’s share of production, which has caused downward 

pressure on wages, especially in the manufacturing sector over the past several decades 

(Acemoglu & Restrepo, 2019). However, given the distinct characteristics of AI, some 

researchers argue that it could diverge from previous technological trends by expanding labor 

demand in areas involving non-automatable tasks (Fossen et al., 2022). On the other hand, 

other studies suggest that AI may replicate earlier technologies’ displacement effects, reducing 

labor demand overall as automation intensifies (Acemoglu et al., 2022; Agrawal et al., 2023a). 

This study contributes to this debate by empirically examining generative AI's effects on labor 

demand, providing evidence on whether generative AI causes displacement or augmentation. 

To our knowledge, this is the first paper to empirically examine the displacement and 

augmentation effects of generative AI using the near-universe dataset of U.S. job postings. 

Second, this study contributes to the nascent and rapidly growing literature on the 

diverse impacts of AI. The body of research on AI’s labor market impact is substantial, e.g. 

(Acemoglu et al., 2022; Agrawal et al., 2023a; Fossen et al., 2022; Frank et al., 2023; Green, 

2024). Much of this literature relies on AI exposure indices developed by Felten et al. (2018, 

2023), Brynjolfsson & Mitchell (2017), Brynjolfsson et al. (2018) and Webb (2019) to measure 

AI’s impact at the firm or industry level, focusing on outcomes such as employment, wage 

inequality, and productivity. However, these approaches provide limited insight into AI’s 

potential to complement, rather than to replace, human labor. By developing an augmentation 

index, our study offers a more comprehensive view of generative AI’s impact on labor markets. 

Recently, scholars have also started to examine the specific impact of generative AI on 

the labor market. Many of these analyses focus on controlled or specialized settings, such as 

customer support roles (Brynjolfsson et al., 2023) or online platforms (Hui et al., 2024; Liu et 
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al., 2023), and often employ lab-based experiments, e.g. (Doshi & Hauser, 2024; Noy & Zhang, 

2023), to more precisely evaluate the productivity impact. While these studies demonstrate 

productivity gains in narrowly defined settings, they stop short of offering a comprehensive, 

economy-wide view of generative AI’s impact on labor demand and skills. Our study addresses 

these limitations by empirically analyzing generative AI’s potential for both automation and 

augmentation across a wide range of occupations. Building on the task-based AI exposure 

index developed by Eloundou et al. (2024), which has been used to study AI’s economic 

impacts (Acemoglu, 2024; Eisfeldt et al., 2023), we introduce an augmentation index to capture 

generative AI’s productivity-enhancing effects alongside its automation potential. By applying 

these indices to the near-universe dataset of U.S. job postings, we provide a comprehensive 

analysis of how generative AI reshapes labor demand and skill requirements. Our results offer 

the first empirical insights into both the displacement and augmentation effects of generative 

AI across all occupations in the U.S. economy. 

 

2  Conceptual Framework 

2.1 Generative AI as a Task-Augmenting and Task-Automating 
Technology 
The literature widely acknowledges that technological change can be either capital-intensive, 

replacing labor through task automation, or labor-intensive, increasing labor demand by 

creating new tasks and boosting productivity (Acemoglu, 2002a; Acemoglu & Restrepo, 

2018b). Generative AI distinguishes itself from previous waves of technological change by 

primarily targeting cognitive tasks in white-collar jobs, rather than manual, blue-collar work. 

This dual capacity—automating cognitive tasks while complementing human capabilities—

creates heterogeneous effects across occupations, contingent on their task composition. 
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 Occupations predominantly composed of automatable tasks are likely to experience 

job displacement as generative AI substitutes human labor. This aligns with the theoretical 

framework of automation, where technological advancements reduce labor demand by 

replacing routine and codifiable tasks (Acemoglu & Restrepo, 2019; D. H. Autor et al., 

2003a). Generative AI's proficiency in tasks such as text generation, summarization, and 

language translation diminish the need for human input in automation-prone roles, potentially 

leading to a decline in job postings. 

 Conversely, occupations that mix automatable and non-automatable tasks are more 

likely to benefit from generative AI through productivity enhancements. In these roles, 

generative AI could complement human labor by improving task efficiency, allowing 

workers to focus on higher-value activities that require human judgment, creativity, and 

problem-solving (Acemoglu & Autor, 2011). As productivity increases in augmentation-

prone roles, firms may expand hiring to capitalize on these gains, potentially leading to an 

increase in job postings. Thus, we examine the following hypothesis: 

H1: Generative AI reduces the number of job postings in automation-prone occupations and 

increases the number of job postings in augmentation-prone occupations. 

 

2.2 Effect of Generative AI on Skills: A Skill-Biased 
Technological Change Perspective 
Historically, technological change has demonstrated skill-biased effects, which favors skilled 

workers while diminishing demand for routine tasks (Autor et al., 2003b, 2006). Previous 

waves of automation largely impacted manual and blue-collar jobs, displacing workers who 

performed routine physical tasks. In contrast, generative AI marks a departure from this trend 

by targeting cognitive tasks that are traditionally performed by highly educated, white-collar 

workers. These tasks include activities such as language translation, text generation, coding, 

and problem-solving—areas previously insulated from automation (Ellingrud et al., 2023). 
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 At the same time, generative AI has the potential to complement labor in tasks that 

require creativity, judgment, and advanced reasoning. As a result, its effects on skill demand 

will differ based on the task composition of occupations. In occupations dominated by 

automatable tasks, generative AI is likely to reduce the demand for specific skills and 

simplify job roles. In contrast, occupations that combine automatable tasks with non-

automatable tasks are more likely to see an expansion in skill demand as generative AI 

enhances productivity and creates new opportunities for skill development. Given these dual 

capabilities, the impact of generative AI on skill requirements depends on the task 

composition of occupations.  

2.2.1 Effect on AI-Exposed Skills 
AI-exposed skills are defined as tasks that generative AI can either automate or enhance 

them. In automation-prone occupations, generative AI automates tasks that involve routine, 

codifiable cognitive work, which reduces the demand for AI-exposed skills, as workers are 

replaced by AI systems that can efficiently perform these tasks. In augmentation-prone 

occupations, however, generative AI enhances AI-exposed skills by amplifying workers’ 

productivity rather than replacing them entirely (Acemoglu & Restrepo, 2020).  

To illustrate the augementation effect, consider a physician interpreting diagnostic 

tests, such as radiology scans or lab results. Generative AI can automate the routine aspect of 

analyzing test images or summarizing results, but the physician’s expertise remains essential 

for contextualizing findings, confirming diagnoses, and determining treatment plans. In this 

scenario, the physician’s ability to interact with and effectively oversee AI outputs becomes a 

valuable skill. Rather than reducing the need for AI-exposed skills, generative AI raises their 

importance, as workers must integrate AI tools into workflows and use their judgment to add 

value beyond AI’s capabilities (Noy & Zhang, 2023). Thus, generative AI increases the 

demand for AI-exposed skills in augmentation-prone occupations because workers are 
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required to interpret, manage, and validate AI-assisted outputs while focusing on higher-order 

tasks that combine human expertise with AI-enhanced efficiency. 

H2: Generative AI reduces the demand for AI-exposed skills in automation-prone 

occupations while increasing the demand for these skills in augmentation-prone occupations. 

 2.2.1 Effect on Total Skills 
The total number of required skills reflects the overall complexity of job roles (D. H. Autor et 

al., 2003a). In automation-prone occupations, generative AI automates a substantial portion 

of tasks, simplifying workflows and reducing the need for a broad set of skills. This aligns 

with theories of deskilling, where automation consolidates job roles and diminishes the range 

of required competencies (Acemoglu & Restrepo, 2019). In augmentation-prone occupations, 

generative AI introduces new tools and workflows, expanding the breadth of required skills. 

Workers must develop complementary capabilities, such as AI literacy, advanced analytical 

skills, and creative problem-solving, to effectively integrate AI into their tasks. This reflects a 

process of upskilling, where technology increases the complexity and diversity of work 

(Bessen, 2018). 

H3: Generative AI decreases the total number of required skills in automation-prone 

occupations while increasing the total number of required skills in augmentation-prone 

occupations. 

2.2.1 Effect on New Skills 
As argued by D. Autor et al. (2024), new work emerges in response to demand shocks that 

raise occupational demand. Generative AI, as a technological innovation, acts as a demand 

shock in the labor market, driving the need for new skills that align with its emerging 

capabilities. In automation-prone occupations, where tasks are increasingly automated, the 

demand for new skills declines. Job functions become standardized and consolidated, leaving 
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workers with fewer opportunities for skill acquisition. This stagnation arises because 

generative AI replaces routine, codifiable tasks, reducing the scope for skill development. In 

contrast, in augmentation-prone occupations, generative AI enhances productivity by 

complementing workers’ capabilities, leading to a rise in the demand for new skills. These 

skills are often linked to the effective use of generative AI technologies, such as AI tool 

proficiency, creative reasoning, and higher-order problem-solving. As firms integrate AI 

systems into workflows, workers acquire these new complementary skills to fully leverage 

AI’s capabilities, which drives an increased demand for new specialized and adaptive skill 

sets. 

H4: Generative AI reduces the emergence of new required skills in automation-prone 
occupations while increasing the emergence of new required skills in augmentation-prone 
occupations. 
 

3  Data and Measurement 
We use two primary data sources: task descriptions from the Occupational Information 

Network (O*Net) v 25.1 database1 and U.S. job postings from LightCast, covering the period 

from 2019 to June 2024. The O*NET dataset maintained by the U.S. Department of Labor, 

Employment and Training Administration (USDOL/ETA). This dataset uses the O*NET-SOC 

taxonomy, which is based on the Standard Occupational Classification (SOC) system to 

classify different occupations. The dataset contains 923 occupations of U.S. workers. 

Additionally, it also provides a rich set of variables for each occupation that describes the nature 

of work and worker characteristics. In total, the dataset has 19,265 tasks, with detailed 

descriptions of each of these tasks. 

O*Net dataset captures the near-universe set of U.S. online job vacancies from 

approximately 40,000 company websites and recruiting websites and includes detailed 

descriptions of tasks associated with each occupation, allowing us to assess the exposure of 

 
1 https://www.onetonline.org 
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occupations to generative AI. The job posting data includes the posting date, job titles, and 

skill requirements, enabling us to track changes in labor demand and skill requirements over 

time. 

In order to create our exposure indices, we use task descriptions from the O*Net dataset. 

Using these task descriptions, we follow the methodology established by Eloundou et al. (2024) 

to calculate each occupation’s generative AI exposure score. Specifically, we employ 

OpenAI’s GPT-4o model to assess whether each task can be effectively performed by 

generative AI.  

In our prompt, we ask ChatGPT to assign each task to one of the following categories 

based on its potential exposure to large language models (LLMs): 

E0: No exposure to LLMs. 
E1: Direct exposure to LLMs, where access to an LLM can reduce task completion time by at 
least half without compromising quality. 
E2: Exposure via LLM-powered applications, where the task cannot be accelerated by direct 
access to an LLM alone but can be completed more efficiently if supported by additional 
software developed on top of the LLM. 
E3: Exposure given image capabilities, where completion time can be reduced by at least half 
if the LLM is combined with E2 software and systems capable of reading, creating, and 
interpreting images. 
 

This classification rubric is designed to capture the varying degrees of AI exposure 

across different tasks, and the full exposure rubric can is shown in Appendix A. 

After classifying all tasks, we calculate each occupation’s AI exposure score, as 

shown in Table 1. We assign weights of 1 for E1 tasks (direct exposure) and 0.5 for E2 tasks 

(exposure through LLM-powered applications), while E0 (no exposure) and E3 (exposure 

given image capabilities) tasks receive a weight of zero. Each task is further weighted by its 

importance score in O*NET, emphasizing tasks that are more critical to the occupation. This 

weighting scheme captures intermediate exposure, balancing the technology’s impact when 

applied directly or through complementary applications. 
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Eloundou et al. (2024) validated this methodology by comparing AI exposure scores 

with human expert evaluations, finding a high correlation. They also developed an alternative 

rubric for assessing automation potential and reported high correlation scores between the 

two indices, though only the exposure score was validated with human raters. Therefore, we 

use the exposure score as a proxy for the automation potential of each occupation, reflecting 

the extent to which tasks could be automated or effectively performed by generative AI. 

For the augmentation score, we calculate the Herfindahl-Hirschman Index (HHI) for 

each occupation. The intuition behind this method, is that generative AI augments an 

occupation when it consists of some tasks that are automatable by generative AI but also 

others that are not automatable by these technologies. To compute this score, we group E1, 

E2, and E3 tasks as “AI-exposed” tasks and consider E0 tasks as “non-exposed.” Weighted 

by each task’s importance score, the augmentation score is defined as: 

𝑨𝒖𝒈𝒎𝒆𝒏𝒕𝒂𝒕𝒊𝒐𝒏	𝑺𝒄𝒐𝒓𝒆	 = 	𝟏 − (𝑺𝒉𝒂𝒓𝒆	𝒐𝒇	𝒈𝒆𝒏	𝑨𝑰	𝒆𝒙𝒑𝒐𝒔𝒆𝒅	𝒕𝒂𝒔𝒌𝒔𝟐 +
																																																										𝑺𝒉𝒂𝒓𝒆	𝒐𝒇	𝒏𝒐𝒏	𝒈𝒆𝒏	𝑨𝑰	𝒆𝒙𝒑𝒐𝒔𝒆𝒅	𝒕𝒂𝒔𝒌𝒔𝟐)	  

Table 2 summarizes the distribution of augmentation and automation indices across 

occupations. Higher scores on the augmentation index indicate greater potential for 

generative AI to complement, rather than to replace, human labor, while higher scores on the 

automation index suggest a higher likelihood of automation through generative AI. The larger 

standard deviation in the augmentation index compared to the automation index also suggests 

greater variability in augmentation potential across occupations.  

Table 3 lists the top 10 occupations with the highest scores in both automation and 

augmentation indices, showcasing the occupations most prone to automation and those most 

amenable to augmentation by generative AI. 
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3.1 Skills Classification 
To classify different skill demands, we utilize the LightCast dataset and employ ChatGPT to 

identify which skills in each job posting are exposed to generative AI. While traditional 

methods often rely on keyword matching to assess technology exposure, e.g., Acemoglu et al. 

(2022) and Alekseeva et al. (2021), this approach is less suitable for generative AI. Given its 

potential to impact a broad spectrum of skills, including those not directly related to AI, such 

as writing, keyword-based methods lack the necessary precision for our analysis. LightCast 

dataset contains over 33,000 unique skills, making a comprehensive and nuanced 

classification crucial. To address this challenge, we leverage ChatGPT's advanced language 

understanding capabilities to categorize skills into four distinct classes, as shown below. The 

full rubric for this classification is provided in Appendix A. 

S0: Skills irrelevant to generative AI, with limited impact. 
S1: Generative AI-relevant skills, essential for developing AI technologies. 
S2: Skills complemented by generative AI, fundamentally human tasks that can be enhanced 
by AI. 
S3: Skills substituted by generative AI, tasks that can be fully performed by AI. 
 
To simplify the analysis, we focus on generative AI-exposed and non-generative AI-exposed 

skills. For this purpose, we aggregate all S1, S2, and S3 skills as “AI-exposed skills,” while 

categorizing S0 skills as “non-generative AI-exposed skills.” This aggregation allows us to 

assess the overall impact of generative AI on skill demands without needing to differentiate 

between skills that are directly relevant, complemented by, or substitutable through 

generative AI. 

Table 4 shows that approximately 49% of skills in the dataset are not exposed to 

generative AI, while 51% have some level of AI exposure. This distribution highlights the 

broad potential reach of generative AI across a variety of skill types, suggesting a significant 

influence on workforce skill requirements. 
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Additionally, to calculate the number of new skills required within each firm-

occupation, we establish a baseline of required skills posted for each firm-occupation 

between 2015 and 2019. Starting from 2020, we track required skills on a quarterly basis; any 

skill appearing within a firm-occupation that was not present in the baseline set is classified 

as a new skill. This new skill is then added to the baseline set for tracking in subsequent 

quarters. We repeat this process through the first quarter of 2024 to capture the emergence of 

new skills for each firm-occupation. 

Using this data, we aggregate the number of job postings and associated required 

skills and new skills by firm and quarter, beginning in 2019. In the main analyses, 

occupations are divided into quartiles based on their augmentation and automation scores, 

and we calculate the total number of job postings and required skills for each quartile within 

each firm. This aggregation enables us to compare trends in job demand, new skills, and skill 

requirements across occupations with varying degrees of automation and augmentation 

potential. 

Table 5 presents summary statistics for the sample used in the automation analysis, 

which includes firm-quarter observations for occupations in the top quartile of automation 

exposure, along with those in the third and fourth quartiles, serving as the comparison group. 

The dataset contains 76,890 firm-quarter observations, capturing trends in job postings, 

required skills, generative AI-exposed skills, and new skills. On average, firms in this sample 

post 450.9 job openings per quarter (median = 94), while those in the top quartile of 

automation exposure post 565.0 job openings per quarter. Firms in this sample require 756.0 

distinct skills per quarter, with those in the top quartile of automation exposure listing 1,450.8 

skills per quarter. Generative AI-exposed skills account for 494.8 AI-exposed skills per 

quarter on average, increasing to 1,070.1 generative AI-exposed skills per quarter in the top 

quartile of automation exposure. New skill introduction averages 36.7 new skills per firm per 
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quarter, with firms in the top quartile of automation exposure introducing 70.6 new skills per 

quarter. 

Table S6 reports summary statistics for the sample used in the augmentation analysis, 

which includes firm-quarter observations for occupations in the top quartile of augmentation 

exposure, along with those in the third and fourth quartiles as the comparison group. This 

dataset contains 95,634 firm-quarter observations, providing an overview of job postings and 

skill measures within this sample. On average, firms in this sample post 458.4 job openings 

per quarter (median = 97), while those in the top quartile of augmentation exposure post 

479.0 job openings per quarter. Firms require 666.2 distinct skills per quarter, with those in 

the top quartile of augmentation exposure listing 492.6 skills per quarter. Generative AI-

exposed skills are less concentrated in this sample compared to automation-exposed samples, 

averaging 411.0 AI-exposed skills per quarter, with firms in the top augmentation quartile 

requiring 239.7 AI-exposed skills per quarter. New skill introduction averages 31.2 new skills 

per firm per quarter, slightly lower than in the automation sample, with firms in the top 

quartile of augmentation exposure introducing 21.5 new skills per quarter. 

 

4 Research Design 
We employ a difference-in-differences approach as our primary research design. The 

introduction of ChatGPT by OpenAI in November 2022 serves as a source of exogenous 

variation, providing a plausible shock to the availability of generative AI technology for 

firms. This event is considered as an exogenous shock in our context because ChatGPT’s 

launch represented a substantial and publicly accessible advancement in generative AI 

capabilities, which offered generative AI functionality broadly to firms across sectors, 

regardless of individual firms’ prior AI readiness or investment levels. Consequently, its 

introduction led to a sudden, widespread shift in generative AI technology adoption that was 

not directly influenced by specific firm-level factors or occupation-specific characteristics. 



15 
 

Our treatment groups consist of occupations in the top quartile of either automation 

scores or augmentation scores, while occupations in the third and fourth quartiles serve as our 

control groups. The second quartile is excluded from the control group to mitigate potential 

spillover effects, as occupations in this middle quartile may still be partially impacted by 

automation or augmentation forces, which would violate the Stable Unit Treatment Value 

Assumption (SUTVA). 

To yield unbiased estimates, the difference-in-differences (DiD) approach requires 

treated and control groups to follow parallel pre-treatment trends. However, if pre-treatment 

trends differ between the treated and control groups, it could bias the results. To address this, 

we use synthetic difference-in-differences (synthetic DiD), a method that relaxes the parallel 

trends assumption by combining synthetic control methods (SCM) with DiD (Arkhangelsky 

et al., 2021). 

SCM predicts the outcomes of treated occupations as if they had not been exposed to 

generative AI by creating a weighted average of control units (Abadie et al., 2010). The 

weights are chosen to match pre-treatment trends, capturing underlying patterns without 

requiring strict parallel trends. Unlike SCM, which is typically used for a few treated units 

and limited control units, synthetic DiD is more scalable and for larger datasets. It constructs 

a synthetic control for the treated group’s average outcome, making it suitable for larger 

panels and allowing for tighter inferences. Synthetic DiD, like traditional DiD, is invariant to 

unit-level shifts and produces more reliable estimates in this context of heterogeneous pre-

treatment trends. 

In our main analysis, we work with a balanced panel of N units and T time periods, 

where the outcome is defined as 𝒀𝒊𝒕for unit i in period t. The synthetic DiD procedure 

estimates parameters by solving the following optimization: 
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Here, τ represents the average causal effect of the treatment, while μ is an intercept term. The 

parameters 𝜶𝒊 and 𝜷𝒕denote fixed effects for firm-occupation quartiles and quarters, 

respectively. The indicator variable 𝑷𝒐𝒔𝒕	𝑻𝒓𝒆𝒂𝒕𝒎𝒆𝒏𝒕𝒊𝒕 identifies whether firm-quartile i is 

impacted by ChatGPT event at time t. 

The synthetic DiD procedure optimally selects unit weights 𝝎#0 , to ensure that pre-

treatment outcomes in the control group mimic the average pre-treatment trajectory of the 

treated units. Time weights 𝝀𝒕2  are similarly chosen so that the average post-treatment 

outcome for each control unit maintains a consistent difference from the weighted average of 

its pre-treatment outcomes. This method allows us to relax the strict parallel trends 

assumption required in standard DiD approaches by constructing a synthetic control group 

tailored to the treated units. 

Under general conditions, including cases where treatment assignment correlates with 

unit-level time trends and treatment effects vary across units, Arkhangelsky et al. (2021) 

show that synthetic DiD yields a consistent and asymptotically normal estimate of the 

average treatment effect, provided there are sufficient control units and pre-treatment periods 

relative to treated units and post-treatment periods. In our study, these assumptions hold, as 

each firm’s treated quartile (quartile 1) has two control quartiles (quartiles 3 and 4), and the 

pre-treatment period spans from 2019 to the third quarter of 2022, while the post-treatment 

period extends from the fourth quarter of 2022 to the second quarter of 2024. 

As an alternative specification, we also apply a Poisson DiD model, which has a 

functional form that is better suited for count data such as job postings (Cohn et al., 2022). To 

account for differences in pre-treatment trends, we weight control units using synthetic 

weights obtained from SDID, ensuring that pre-treatment trends between treated and control 

groups are balanced. The model is specified as follows: 
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𝐄(𝒀𝒊𝒕|. ) = 	𝐞𝐱𝐩	(𝝉𝑷𝒐𝒔𝒕	𝑻𝒓𝒆𝒂𝒕𝒎𝒆𝒏𝒕𝒊𝒕 × 𝑻𝒓𝒆𝒂𝒕𝒆𝒅𝒊 + 𝜶𝒊 + 𝜷𝒕 + 𝛜𝐢𝐭) 

 
Here, 𝑻𝒓𝒆𝒂𝒕𝒆𝒅𝒊 is an indicator variable identifying whether group i belongs to the treated 

group. In this specification, τ approximates the percentage change in the outcome variable for 

the treated group post-treatment, compared to the control group post-treatment. By weighting 

control units using SDID-derived synthetic weights, this approach mitigates biases arising 

from pre-existing trends and ensures a more robust estimation of treatment effects. 

 

4.1 Constructing Event study plot of synth DiD 
To examine how treatment effects evolve over time and verify pre-treatment parallel trends, 

we construct an event study-style plot using synthetic difference-in-differences (SDID), 

following the approach in Clarke et al. (2023). This visualization captures evolving 

differences between treated and synthetic control units, accounting for baseline differences. 

For each period t, the event study plot displays the differential outcome: 

 
(𝒀A𝒕𝑻𝒓 − 𝒀A𝒕𝑪𝒐) − (𝒀A𝒃𝒂𝒔𝒆𝒍𝒊𝒏𝒆𝑻𝒓 − 𝒀A𝒃𝒂𝒔𝒆𝒍𝒊𝒏𝒆𝑪𝒐 ) 

 
where 𝒀A𝒕𝑻𝒓 and 𝒀A𝒕𝑪𝒐 represent the average outcomes of the treated group and synthetic control 

units at time tt, respectively. 𝒀A𝒃𝒂𝒔𝒆𝒍𝒊𝒏𝒆𝑻𝒓  and 𝒀A𝒃𝒂𝒔𝒆𝒍𝒊𝒏𝒆𝑪𝒐  are the optimally weighted pre-treatment 

means (for details, see Arkhangelsky et al. (2021)). With these weights, this method allows a 

dynamic comparison of treated and control units relative to baseline differences. 

We use block-bootstrap resampling to generate confidence intervals, enabling statistical 

inference on the differential estimates over time. For further methodological details and 

applications, see Arkhangelsky et al. (2021). 
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5 Results 

5.1 Impact on Labor Demand 
The introduction of generative AI is reshaping labor demand, but its effects vary across 

occupations. As shown in Table 7, firms reduce hiring for automation-prone occupations 

while increasing demand for augmentation-prone jobs. Occupations in the top quartile of 

exposure to automation experience an average decrease of 95 job postings per firm per 

quarter, while those in the top quartile of exposure to augmentation see an average increase of 

80 job postings. Poisson regression estimates indicate that these changes correspond to a 17% 

decline in automation-prone jobs and a 22% rise in augmentation-prone jobs at the firm level. 

Figure 1 presents the dynamic effects of generative AI’s introduction on job postings, 

using the SDID methodology. We use the launch of ChatGPT by OpenAI in November 2022 

as the key event marking the introduction of widely accessible generative AI technology. The 

results reveal a clear divergence in hiring trends between automation-prone and 

augmentation-prone occupations following this event. Before November 2022, job postings 

in these two occupation groups followed similar trajectories, providing evidence that our 

control groups satisfy the parallel trends assumption. However, after the introduction of 

generative AI, we observe a consistent and stable divergence: job postings decline in 

automation-prone occupations while rising in augmentation-prone occupations. 

The decline in job postings for automation-prone occupations is likely driven by 

generative AI’s ability to automate repetitive and standardized cognitive tasks more 

efficiently than humans. As firms integrate generative AI into their workflows, they reduce 

their reliance on human labor for these tasks, resulting in lower demand for these 

occupations. This mechanism aligns with prior research on capital-augmenting technologies, 

which reduce labor demand by automating tasks previously performed by workers  
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In contrast, the increase in job postings for occupations prone to augmentation 

supports the hypothesis that generative AI enhances productivity in these roles. These 

occupations often consist of a mix of tasks—some of which can be automated, while others 

remain unaffected by AI. The partial automation of tasks allows workers to focus on a 

smaller set of tasks, which likely shortens the time required to complete these tasks and 

thereby increases their productivity. Thus, these results support H1 

5.2 Impact on Skills Demand 
To better understand the mechanisms driving these changes in labor demand, we next analyze 

how generative AI affects the specific skills required for these occupations. If automation is 

displacing jobs by automating repetitive tasks, we expect a corresponding reduction in 

demand for certain skills in automation-prone occupations. Likewise, if AI augments 

productivity in other roles, we expect an increase in demand for skills that enable workers to 

effectively leverage AI. 

As shown in Table 8, we observe a significant reduction in total unique skills, 

generative AI-exposed skills, and new skills associated with top automation-exposed 

occupations following the introduction of generative AI. 

These results suggest that automation by generative AI reduces not only AI-exposed 

skills but also all required skills for these jobs, supporting the mechanism discussed earlier. 

As generative AI automates routine tasks, the overall complexity of these jobs decreases, 

leading to fewer required skills. Tasks that previously demanded specialized skills are now 

automated, simplifying roles and reducing skill demands in automation-prone occupations. 

In addition to reducing existing skills, the decline in the emergence of new skills 

among occupations in the top automation quartile suggests that automation limits the 

development of new capabilities. As jobs become more streamlined, the need for innovation 

and the introduction of new skills diminishes, as routine tasks are fully automated. This 
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further illustrates how generative AI reshapes labor demand, not only by decreasing required 

skills but also by constraining skill evolution in automation-prone roles. Furthermore, Panel 

(A) in Figures 2, 3 and 4 confirm we have a parallel trend prior to the introduction of 

generative AI among treated and control groups, which makes the results meaningful. 

Looking at the effect of generative AI on skills in augmentation-prone occupations in 

Table 9, we observe a significant increase in AI-exposed skills, all required skills, and new 

skills. The rise in AI-exposed skills aligns with the augmentation mechanism, where 

generative AI complements rather than replaces human labor. While AI automates certain 

routine tasks in these roles, workers are still required to manage, collaborate with, and 

oversee AI systems. As a result, demand for AI-exposed skills expands, as workers must 

integrate AI into their workflows, to fully leverage the productivity gains in this hybrid 

human-AI interaction. 

The increase in total required skills suggests that as generative AI augments these 

roles, the overall complexity of the jobs rises. This trend aligns with the augmentation 

mechanism, where AI automates routine tasks, creating opportunities for workers to integrate 

AI into other aspects of their jobs. Consequently, these roles require a broader skill set, 

including both technical AI-exposed skills and additional skills that enable workers to 

effectively collaborate with AI systems. As firms increasingly adopt AI technologies, the 

demand for these skills expands, reflecting the growing extent of human-AI collaboration. 

The rise in new skills suggests that the introduction of ChatGPT is fostering the 

development of new skills in augmentation-prone occupations, in contrast to the decline seen 

in automation-prone roles. This supports the view that generative AI acts as a complementary 

force for innovation in certain occupations, as described in Autor et al. (2024), by promoting 

skill development and complementing human labor rather than replacing it. Additionally, 
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Panel (B) in Figures 2, 3, and 4 show stable and statistically insignificant pre-trends and also 

the dynamic evolution of the treatment effects. 

Our findings strongly support Hypotheses 2, 3, and 4, by providing compelling 

evidence that the introduction of generative AI impacts skills among top augmented and top 

automated occupations in ways that align with established theories of technological change. 

The observed trends in skill demands correspond closely with the predictions put forth by 

these theoretical frameworks, underscoring the transformative role of generative AI in 

reshaping the labor market landscape. 

 

6 Limitations  
Generative AI is a rapidly evolving technology, and many firms are still in the early stages of 

adoption of these technologies. Our results so far have only unveiled the short-term effects on 

the labor market, and so the long-term impacts remain uncertain as adoption scales. 

Additionally, using job postings as a proxy for labor demand has its limitations, as some 

"ghost job postings" (Hao & Simon, 2023) may distort the true picture of hiring trends. 

Furthermore, this study focuses on the U.S. labor market, and the effects of generative AI 

could vary across regions with different technological adoption rates and labor market 

structures. 

Despite these limitations, our findings demonstrate that generative AI has distinct effects on 

different types of jobs. In automation-prone occupations, AI leads to a reduction in skill 

demand as tasks are automated. Conversely, in augmentation-prone roles, generative AI 

increases skill requirements, as workers adapt to new tasks that involve managing and 

interacting with AI systems. These results highlight the immediate impact of AI on reshaping 

both job structures and skill demand in a rapidly evolving labor market. 
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7  Conclusion 
Our study demonstrates the dual impact of generative AI on the labor market. In automation-

prone occupations, generative AI simplifies tasks and reduces the demand for specialized 

skills, while in augmentation-prone roles, it enhances productivity, increasing the need for 

more advanced skill sets. These findings highlight the transformative role of generative AI in 

reshaping occupations, both by changing the demand for labor and the skill sets required. 

As generative AI continues to evolve, understanding its heterogeneous effects on labor 

demand is critical. Policymakers and business practitioners must recognize the dual forces of 

automation and augmentation to ensure that workers are equipped to adapt and thrive in an 

increasingly AI-integrated labor market. 
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(A) Automation 

 

 
(B) Augmentation 

Figure 1. Impact of generative AI on job postings across occupations with high 
automation and augmentation exposure. Panel (A) shows the decrease in job postings for 
automation-prone occupations following the introduction of generative AI, while Panel (B) 
illustrates the increase in job postings for augmentation-prone occupations. 
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(A)  Automation 

 
(B) Augmentation 

Figure 2. Synthetic Difference-in-Differences Estimates of the Impact of Generative AI 
on Total Required Skills. (A) Automation-prone occupations. (B) Augmentation-prone 
occupations. 
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(A) Automation 

 
(B) Augmentation 

Figure 3. Synthetic Difference-in-Differences Estimates of the Impact of Generative AI 
on Required AI-Exposed Skills. (A) Automation-prone occupations. (B) Augmentation-
prone occupations. 
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                                                             (A) Automation 

 
                                                         (B) Augmentation 

Figure 4. Synthetic difference-in-differences estimates of the impact of generative AI on 
new required skills per job posting in automation-prone and augmentation-prone 
occupations. (A) Automation-prone occupations. (B) Augmentation-prone occupations. 
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Table 1. Distribution of GPT-4 task classifications across all tasks. 
Exposure (Automation) Task Count Task Share 
No exposure (E0) 10,611 55.08% 
Direct exposure (E1) 5458 28.33% 
Exposure by LLM-powered applications (E2) 3111 16.15% 
Exposure given image capabilities (E3) 85 0.44% 
Total 19,265 100% 
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Table 2. Summary statistics of augmentation scores across all occupations. 
Index Number of Observations Mean Standard deviation 
Automation Index 923 0.316 0.157 
Augmentation Index 923 0.298 0.197 
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Table 3. Top occupations exposed to automation and augmentation by generative AI 
Occupation Automation 

score 
Occupation Augmentation 

score 
Correspondence 
Clerks 

0.859608 Clinical Neuropsychologists 0.500000 

Interpreters and 
Translators 

0.797865 Medical Dosimetrists 0.500000 

Court, Municipal, 
and License Clerks 

0.761533 Fish and Game Wardens 0.499999 

Medical 
Transcriptionists 

0.742068 Agricultural Engineers 0.499993 

Telemarketers 
0.734706 Cartographers and 

Photogrammetrists 
0.499991 

Word Processors and 
Typists 

0.722573 Traffic Technicians 0.499986 

Climate Change 
Policy Analysts 

0.717479 Microbiologists 0.499982 

Order Clerks 
0.717092 First-Line Supervisors of Police and 

Detectives 
0.499965 

Sustainability 
Specialists 

0.71032 Arbitrators, Mediators, and 
Conciliators 

0.499964 

Payroll and 
Timekeeping Clerks 

0.703069 First-Line Supervisors of Helpers, 
Laborers, and Material Movers, 

Hand 

0.499938 
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Table 4. Distribution of GPT-4 skill classifications across all skills. 
Exposure  Skills Count Skill Share 
Skills irrelevant to generative AI (s0) 16,422 48.91% 
Generative AI relevant skills (s1) 4,097 12.19% 
Skills complemented by generative AI (s2) 12,256 36.45% 
Skills substituted by generative AI (s3) 825 2.45% 
Total 33,620 100% 
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Table 5. Summary statistics for the sample used in the automation analyses. This table 
reports summary statistics for firm-quarter observations in occupations within the top quartile 
of automation exposure, along with those in the third and fourth quartiles, which serve as the 
comparison group. 

Variable Observation Mean Median Std. 
Dev. 

Min Max 

Job Postings (per firm per 
quarter) 

      

Total job postings 76,890 450.89 94 1,886.90 0 142,861 

Job postings in top quartile 
of automation 

29,634 564.98 90 2,437.85 0 142,861 

Skill Measures (per firm 
per quarter) 

      

Total required skills 76,890 755.99 156 3,143.18 0 182,020 
Total required skills in top 
quartile of automation 

29,634 1,450.79 264 4,871.26 0 182,020 

Generative AI-Exposed 
Skills (per firm per 
quarter) 

      

Generative AI-exposed 
skills 

76,890 494.84 71 2,405.15 0 141,418 

Generative AI-exposed 
skills in top quartile of 
automation 

29,634 1,070.08 169 3,774.22 0 141,418 

New Skills (per firm per 
quarter) 

      

New skills 76,868 36.74 3 205.33 0 20,277 

New skills in top quartile of 
automation 

29,612 70.63 7 313.67 0 20,277 
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Table 6. Summary statistics for the sample used in the augmentation analyses. This table 
reports summary statistics for firm-quarter observations in occupations within the top quartile 
of augmentation exposure, along with those in the third and fourth quartiles, which serve as 
the comparison group. 

Variable Observation Mean Median Std. 
Dev. 

Min Max 

Job Postings (per firm per 
quarter) 

      

Total job postings 95,634 458.44 97 1,588.06 0 115,855 

Job postings in top quartile of 
automation 

39,380 478.99 105 1,395.50 0 34,562 

Skill Measures (per firm 
per quarter) 

      

Total required skills 95,634 666.18 188 1,981.26 0 101,057 
Total required skills in top 
quartile of automation 

39,380 492.65 202 1,097.38 0 32,380 

Generative AI-Exposed 
Skills (per firm per quarter) 

      

Generative AI-exposed skills 95,634 411.04 87 1,432.82 0 76,019 

Generative AI-exposed skills 
in top quartile of automation 

39,380 239.73 90 596.24 0 21,824 

New Skills (per firm per 
quarter) 

      

New skills 95,634 31.19 4 138.82 0 12,924 
New skills in top quartile of 
automation 

39,380 21.51 4 92.11 0 9,295 
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Table 7. Impact of ChatGPT introduction on job postings.  This table reports the effects 
of ChatGPT’s introduction on job postings for occupations in the top quartile of generative 
AI exposure, compared to those in the third and fourth quartiles. Synthetic Difference-in-
Differences (SDID) estimates (Columns 1 and 3) use a synthetic control group based on pre-
treatment trends. Poisson regression estimates (Columns 2 and 4) weight control units using 
SDID-derived synthetic weights to balance pre-treatment trends. SDID standard errors are 
bootstrapped (1,000 replications); Poisson regression standard errors are clustered at the firm 
level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. 
 Automation Augmentation 
 (1) (2) (3) (4) 
 Synth. DiD 

estimate on 
Job Postings 

DiD estimate on 
Job Postings 

(Poisson 
Regression) 

Synth. DiD 
estimate on 
Job Postings 

DiD estimate on 
Job Postings 

(Poisson 
Regression) 

     
Top Exposed 
Quartile x Post 
ChatGPT 

-95.43*** -0.169*** 79.84*** 0.225*** 
(32.55) (0.0882) (19.33) (0.0406) 

    
Observations 76,890 76,802 95,634 95,634 

 
 

  



37 
 

Table 8. Impact of ChatGPT introduction on skills demand in automation-prone 
occupations. This table reports changes in skill demand for occupations in the top quartile of 
generative AI exposure to automation, compared to those in the third and fourth quartiles. 
Synthetic Difference-in-Differences (SDID) estimates (Columns 1, 3, and 5) use a synthetic 
control group based on pre-treatment trends. Poisson regression estimates (Columns 2, 4, and 
6) weight control units using SDID-derived synthetic weights to balance pre-treatment trends. 
SDID standard errors are bootstrapped (1,000 replications); Poisson regression standard 
errors are clustered at the firm level. *, **, and *** denote significance at the 10%, 5%, and 
1% levels, respectively. 
 All Skills Generative AI-

Exposed Skills 
New Skills 

 (1) (2) (3) (4) (5) (6) 
 Synth. 

DiD 
estimate  

DiD 
estimate 
(Poisson 

Regression) 

Synth. 
DiD 

estimate  

DiD 
estimate 
(Poisson 

Regression) 

Synth. 
DiD 

estimate 

DiD 
estimate 
(Poisson 

Regression) 
       
Top 
Exposed 
Quartile to 
Automation 
x Post 
ChatGPT 

-297.7*** -0.238*** -221.3*** -0.240*** -30.57*** -0.381*** 

(46.08) (0.0331) (40.33) (0.0568) (8.967) (0.0123) 

       
Observations 76,890 76,186 76,890 74,580 76,868 62,766 
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Table 9. Impact of ChatGPT introduction on skills demand in augmentation-prone 
occupations. This table reports changes in skills demand for occupations in the top quartile 
of generative AI exposure to augmentation, compared to those in the third and fourth 
quartiles. Synthetic Difference-in-Differences (SDID) estimates (Columns 1, 3, and 5) use a 
synthetic control group based on pre-treatment trends. Poisson regression estimates (Columns 
2, 4, and 6) weight control units using SDID-derived synthetic weights to balance pre-
treatment trends. SDID standard errors are bootstrapped (1,000 replications); Poisson 
regression standard errors are clustered at the firm level. *, **, and *** denote significance at 
the 10%, 5%, and 1% levels, respectively. 
 All Skills Generative AI-Exposed 

Skills 
New Skills 

 (1) (2) (3) (4) (5) (6) 
 Synth. 

DiD 
estimate  

DiD 
estimate 
(Poisson 

Regression) 

Synth. 
DiD 

estimate  

DiD 
estimate 
(Poisson 

Regression) 

Synth. 
DiD 

estimate 

DiD 
estimate 
(Poisson 

Regression) 
       
Top Exposed 
Quartile to 
Augmentation 
x Post 
ChatGPT 

67.29*** 0.148*** 38.02*** 0.151*** 3.628*** 0.167*** 

(10.23) (0.0114) (6.702) (0.0128) (0.930) (0.0201) 

       
Observations 95,634 95,238 95,634 94,974 95,634 78,246 
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Appendix A: GPT Prompts 
 
GPT prompt for task exposure scores 
## E0 - No exposure: 
Label tasks E0 if none of the above clearly decrease the time it takes for 
an experienced worker to complete the task with high quality by at least 
half. Some examples: 
- If a task requires a high degree of human interaction (for example, in-
person demonstrations) then it should be classified as E0. 
- If a task requires precise measurements then it should be classified as 
E0. 
- If a task requires reviewing visuals in detail then it should be 
classified as E0. 
- If a task requires any use of a hand or walking then it should be 
classified as E0. 
- Tools built on top of the LLM cannot make any decisions that might impact 
human livelihood (e.g.hiring, grading, etc.). If any part of the task 
involves collecting inputs to make a final decision (as opposed to 
analyzing data to inform a decision or make a recommendation) then it 
should be classified as E0. The LLM can make recommendations. 
- Even if tools built on top of the LLM can do a task, if using those tools 
would not save an experienced worker significant time completing the task, 
then it should be classified as E0. 
- The LLM and systems built on top of it cannot do anything that legally 
requires a human to perform the task. 
- If there is existing technology not powered by an LLM that is commonly 
used and can complete the task then you should mark the task E0 if using an 
LLM or LLM-powered tool will not further reduce the time to complete the 
task. When in doubt, you should default to E0. 
 
## E1 - Direct exposure:  
Label tasks E1 if direct access to the LLM through an interface like 
ChatGPT or the OpenAI playground alone can reduce the time it takes to 
complete the task with equivalent quality by at least half. This includes 
tasks that can be reduced to:  
- Writing and transforming text and code according to complex instructions, 
- Providing edits to existing text or code following specifications, 
- Writing code that can help perform a task that used to be done by hand,  
- Translating text between languages,  
- Summarizing medium-length documents,  
- Providing feedback on documents,  
- Answering questions about a document,  
- Generating questions a user might want to ask about a document,  
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- Writing questions for an interview or assessment,  
- Writing and responding to emails, including ones that involve refuting 
information or engaging in a negotiation (but only if the negotiation is 
via written correspondence),  
- Maintain records of written data, - Prepare training materials based on 
general knowledge, or  
- Inform anyone of any information via any written or spoken medium. 
 
## E2 - Exposure by LLM-powered applications:  
Label tasks E2 if having access to the LLM alone may not reduce the time it 
takes to complete the task by at least half, but it is easy to imagine 
additional software that could be developed on top of the LLM that would 
reduce the time it takes to complete the task by half. This software may 
include capabilities such as:  
- Summarizing documents longer than 2000 words and answering questions 
about those documents,  
- Retrieving up-to-date facts from the Internet and using those facts in 
combination with the LLM capabilities,  
- Searching over an organization’s existing knowledge, data, or documents 
and retreiving information,  
- Retrieving highly specialized domain knowledge,  
- Make recommendations given data or written input,  
- Analyze written information to inform decisions,  
- Prepare training materials based on highly specialized knowledge,  
- Provide counsel on issues, and  
- Maintain complex databases.  
 
## E3 - Exposure given image capabilities:  
Suppose you had access to both the LLM and a system that could view, 
caption, and create images as well as any systems powered by the LLM (those 
in E2 above). This system cannot take video as an input and it cannot 
produce video as an output. This system cannot accurately retrieve very 
detailed information from image inputs, such as measurements of dimensions 
within an image. Label tasks as E3 if there is a significant reduction in 
the time it takes to complete the task given access to a LLM and these 
image capabilities:  
- Reading text from PDFs,  
- Scanning images, or  
- Creating or editing digital images according to instructions. The images 
can be realistic but they should not be detailed. The model can identify 
objects in the image but not relationships between those options 

 
GPT prompt for skill exposure score 
You are an expert in AI and technology skill analysis with a deep 
understanding of generative AI and its applications across various 
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industries. Your task is to analyze a list of skills and classify each into 
one of four categories: 
1. "Gen AI Relevant Skill" (s1) - Software and technical skills directly 
related to the development, deployment, or application of generative AI 
technologies. 
   Examples include: AI ChatBot, AI KIBIT, ANTLR, Apertium, Artificial 
Intelligence, Automatic Speech Recognition (ASR), Caffe Deep Learning 
Framework, Chatbot, Computational Linguistics, Computer Vision, Decision 
Trees, Deep Learning, Google Cloud Machine Learning Platform, Keras, Latent 
Dirichlet Allocation, Lexical Semantics, Machine Learning, Microsoft 
Cognitive Toolkit, MLPACK. 
2. "Complemented by Gen AI" (s2) - Augmented skills that are “fundamentally 
human,” but can be enhanced by generative AI tools. Examples include 
analytical thinking, problem solving, creativity, research, data 
visualization, strategic planning, predictive analysis, and rapid 
prototyping. 
3. "Substituted by Gen AI" (s3) - Automated skills that will be entirely 
undertaken by generative AI, with minimal or no human interaction 
necessary. Examples include image and content generation, data sorting and 
categorization, forecasting, language translation, simple graphic design, 
and basic trend spotting. 
4. "Irrelevant to Gen AI" (s0) - Limited impact skills that require a human 
touch, such as complex judgment or nuanced decision-making, that generative 
AI cannot accomplish. Examples include persuasion and negotiation, 
motivational leadership, ethical judgment and integrity, compassion, 
building human relationships, and physical dexterity. 
In your classification, consider both the current state of generative AI 
and emerging trends that might influence the relevance of certain skills in 
the near future. Provide a classification code (s0, s1, s2, s3) and a brief 
justification for each classification. 
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