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Abstract

The rapid advances in generative artificial intelligence (AI) open up attractive opportunities for creative problem-solving through human-guided AI partnerships. To explore this potential, we initiated a crowdsourcing challenge focused on sustainable, circular economy business ideas generated by the human crowd and collaborative human-AI efforts using two alternative forms of solution search. The challenge attracted 125 global solvers from various industries, and we used strategic prompt engineering to generate the human-AI solutions. We recruited 300 external human evaluators to judge a randomized selection of 13 out of 234 solutions, totaling 3,900 evaluator–solution pairs. Our results indicate that while human crowd solutions exhibited higher novelty—both on average and for highly novel outcomes—human-AI solutions demonstrated superior strategic viability, financial and environmental value, and overall quality. Notably, human-AI solutions co-created through differentiated search, where human-guided prompts instructed the large language model (LLM) to sequentially generate outputs distinct from previous iterations, outperformed solutions generated through independent search. By incorporating “AI-in-the-loop” into human-centered creative problem-solving, our study demonstrates a scalable, cost-effective approach to augment the early innovation phases and lays the groundwork for investigating how integrating human-AI solution search processes can drive more impactful innovations.
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Introduction

Organizations increasingly integrate artificial intelligence (AI) technologies into their work processes (Iansiti and Lakhani 2020), leveraging computational capabilities in identifying patterns (Choudhury et al. 2021), making predictions (Agrawal et al. 2018, Kim et al. 2024), and decision-making (Allen and Choudhury 2022, Kleinberg et al. 2018). These technological advancements have enabled AI to surpass human capabilities in a range of settings, such as chess (Silver et al. 2016), medical advice (Ayers et al. 2023), and talent management (Li et al. 2020, Tong et al. 2021). Although AI can perform exceptionally well in tasks with clear rules, patterns, and objectives (Lou and Wu 2021, Miric et al. 2023), it is less clear whether AI can aid in creative problem-solving tasks, which often require abstract, nuanced, and iterative thinking (Amabile 1983), social interactions (Fleming et al. 2007, Perry-Smith 2006, Wuchty et al. 2007), and broad search for distant knowledge and alternative perspectives (Jeppesen and Lakhani 2010, Katila and Ahuja 2002). This paper explores how generative AI—a type of AI technology capable of producing new content, such as text, images, audio, or video, based on patterns learned from existing data—can enhance creative problem-solving through human-guided AI partnerships. We propose two alternative modes of human-AI search against human crowdsourcing to investigate their respective abilities to generate novel, valuable, and high-quality solutions.

Creative problem-solving involves the generation of novel and valuable ideas (Amabile 1983, Leiponen and Helfat 2010). Novel solutions are original ideas that depart from existing knowledge, and valuable solutions are useful ideas that can be implemented to yield economic and social returns (Baumol 1993, Kaplan and Vakili 2015, Teodoridis et al. 2019). Yet, innovative activity is highly risky, and there can often be uncertainty regarding the best approach or path to solve a problem (Katila and Ahuja 2002, Laursen and Salter 2006, Leiponen and Helfat 2010). This uncertainty may be heightened when the problem draws upon multiple domains (Boudreau et al. 2011), is complex, or ill-structured (Nickerson and Zenger 2004, Simon 1973). Although the ability to generate and manage ideas is central to a firm’s technological and competitive advantage (Hargadon and Bechky 2006, Van de Ven 1986), many organizations are constrained from innovating due to limited cognitive resources (Ocasio 1997, Rhee and Leonardi 2018),
entrenched mental models (Barr et al. 1992), financial and social costs (Becker 1994, Glaeser et al. 2002), and organizational inertia (Tripsas 2009).

Creative problem-solving, often viewed as a search process for solutions, is a critical step in the innovation process (Benner and Tushman 2003, Katila and Ahuja 2002, March 1991). Firms aiming to enhance their chances of successful problem-solving can adopt a parallel path strategy, which utilizes various approaches to search for solutions. By exploring a wider range of potential solutions simultaneously, this parallel path strategy allows firms to expand the breadth of their solution search (Abernathy and Rosenbloom 1969, Leiponen and Helfat 2010, Nelson 1961). Crowd-based creative problem-solving increases the number of parallel paths by engaging multiple independent problem solvers possessing diverse knowledge and alternative methods (Boudreau et al. 2011, Jeppesen and Lakhani 2010). The recent advances in generative AI (Achiam et al. 2023, Bubeck et al. 2023, Wang et al. 2024) open up unprecedented opportunities to explore multiple parallel paths at relatively low costs, to increase the chances of achieving a high-quality outcome. These developments introduce a novel approach to creative problem-solving that fosters a collaborative partnership between humans and AI.

Generative AI systems, built by training complex algorithms on vast amounts of public and private data\(^1\), are now accessible through user-friendly conversational interfaces. These systems offer cost-effective and efficient ways to generate a wide range of creative ideas. Human collaborators can prompt the models to produce and simulate diverse perspectives, broadening solution search at an unparalleled scale for just a few dollars (Girotra et al. 2023). Its capacity for delivering numerous cost-effective outcomes on demand and consistently throughout substantial workloads holds promise for augmenting organizational creative problem-solving (Dell’Acqua et al. 2023, Noy and Zhang 2023). In contrast, although crowdsourcing has previously been a viable solution to reduce costs and harness productivity gains

\(^1\) For example, GPT-4, one of OpenAI’s latest language models, is speculated to have 1.8 trillion parameters across 120 layers, approximately 10 times larger than GPT-3, potentially utilizing a mixture of experts (MoE) architecture with 16 expert models of around 111 billion parameters each. Its pre-training allegedly required an immense \(2.15 \times 10^{25}\) FLOPS, necessitating 25,000 A100 GPUs running for 90 to 100 days at an estimated hardware cost of $63 million, with the pre-training compute cost projected to be around $22 million; see [https://www.semianalysis.com/p/gpt-4-architecture-infrastructure](https://www.semianalysis.com/p/gpt-4-architecture-infrastructure) for details.
compared to internal methods (Paik et al. 2020), it has limitations (Piezunka and Dahlander 2019). In particular, crowdsourcing can require extensive planning and incur expenses of hundreds of thousands of dollars (Paik et al. 2020), and it can be difficult to manage the competing participant effects between incentives and efforts (Boudreau et al. 2011, 2016, Che and Gale 2003, Taylor 1995, Terwiesch and Xu 2008).

In this paper, we examine the effectiveness of collaborative problem-solving between humans and AI by comparing the novelty, value, and quality of solutions crowdsourced from humans to those generated by an individual strategically prompting a large language model (LLM). LLMs are a subset of AI designed to understand and produce text based on extensive training from published texts (Bubeck et al. 2023). Most generative AI studies using LLMs in organizational settings have focused on investigating the productivity effects of these technologies in the workplace (Brynjolfsson et al. 2023, Dell’Acqua et al. 2023, Noy and Zhang 2023, Otis et al. 2024). Moreover, recent research examining the impact of AI on creativity often focuses on well-understood domains (Girotra et al. 2023, Gómez-Rodríguez and Williams 2023, Guzik et al. 2023, Wang et al. 2024) and is typically conducted in controlled laboratory settings (Doshi and Hauser 2023, Hagendorff et al. 2023, Koivisto and Grassini 2023).

To understand how humans working alongside AI can shape the future of creative problem-solving, it is critical to further investigate their joint potential in real-world field settings and with complex, open-ended problems. We partnered with Continuum Lab, an AI firm, to develop a crowdsourcing challenge about new business ideas on the circular economy. Our study involved 234 human crowd (HC) and human-AI (HAI) solutions, evaluated by 300 external human judges, totaling 3,900 evaluator–solution pairs. We used different human prompt engineering techniques to enable alternative forms of human-AI partnerships for solution search and to demonstrate the range of capabilities of HAI approaches for creative problem-solving. Our findings indicate that whereas the HC solutions exhibit a higher level of novelty on average and at the upper end of the rating distribution, the HAI solutions are rated as higher in value regarding their strategic viability for successful implementation, as well as environmental and financial value. Overall, we find that the HAI solutions are rated higher on average in quality than the HC solutions.
Moreover, we investigate how different forms of HAI search processes impact the solutions’ outputs. Specifically, we examine two modes of HAI collaboration, independent and differentiated search, that vary regarding the degree of human-prompted feedback to guide the LLM’s search for solutions. Our analysis demonstrates that including human-crafted differentiation instructions that iteratively prompt the LLM to diversify each successive response effectively enhances the novelty of the outputs without compromising their value, resulting in higher overall quality and demonstrating the salience of human-led and AI-augmented creative problem-solving.

Our study contributes to the emerging literature on human-AI collaboration (Allen and Choudhury 2022, Anthony et al. 2023, Choudhary et al. 2023, Dell’Acqua et al. 2023, Lebovitz et al. 2022, Raisch and Fomina 2023) and offers insights into effectively integrating human and AI to solve innovative, open-ended problems at scale. Our work extends our understanding of how humans and AI agents can collaborate, moving from routine decision-making to solving new problems with untested solutions (Jeppesen and Lakhani 2010, Raisch and Fomina 2023). Our findings suggest that human prompt engineering to guide language models in generating creative outputs is a promising approach for adopting “AI-in-the-loop” workflows for creative problem-solving. We illustrate that human-AI approaches can efficiently produce novel and valuable outputs at minimal costs, facilitated by human guidance of the LLM’s exploratory solution search space. Although the specific form or division of labor in human-AI collaboration will evolve with technological advances, this paper illustrates an adaptable framework for strategically integrating generative AI into creative problem-solving.

Creative Problem Solving and Human-AI Solution Search

Creative problem-solving can be conceived as a search for solutions on a landscape (Fleming and Sorenson 2001, Katila and Ahuja 2002, Levinthal 1997). This landscape contains peaks of exceptional opportunities and valleys with limited ones (Levinthal 1997). Most solvers tend to search locally, explore familiar neighborhoods, near previous successful solutions, and seek incremental improvements (Cyert and March 1963, Nelson and Winter 1982). However, some solvers may venture into uncharted areas, exploring solutions that deviate from existing ones to explore more distant areas of the solution landscape, potentially
unlocking more innovative possibilities (Kaplan and Vakili 2015). This aligns with the observation that greater problem-solving success occurs when firms broaden their search for knowledge across various technological domains and geographic locations (Kneeland et al. 2020, Leiponen and Helfat 2010).

When the best method for solving a problem is uncertain, one strategy to enhance innovative search is to utilize a variety of different approaches, or “parallel paths,” as this breadth can improve overall solution quality (Abernathy and Rosenbloom 1969, Leiponen and Helfat 2010, Nelson 1961). The parallel path effect suggests that developing multiple solutions to the same problem increases the likelihood of achieving a high-quality outcome (Boudreau et al. 2011, Dahan and Mendelson 2001). Arguably, utilizing various approaches is particularly critical when the objective is to maximize the quality of a few top ideas instead of many average ones (Girotra et al. 2010).

Crowdsourcing contests leverage a diverse pool of solvers with differing backgrounds and experiences to increase the number of parallel paths to solve a problem and improve solution quality (Jeppesen and Lakhani 2010, Lifshitz-Assaf 2018, Piezunka and Dahlander 2015, Riedl et al. 2024). However, crowdsourcing can be resource-intensive (Piezunka and Dahlander 2019) and statistically inefficient due to the volume of low-quality submissions (Bell et al. 2024). The quest for highly creative outcomes can be further complicated by diminishing contribution effort as the size of an innovation contest grows (Boudreau et al. 2011, 2016, Che and Gale 2003, Taylor 1995, Terwiesch and Xu 2008). Hence, crowdsourcing has some drawbacks, although it has been a highly effective approach for enhancing the parallel path effect. As AI systems like LLMs have capabilities that differ from those of humans, they promise to develop new forms of creative problem-solving (Raisch and Fomina 2023) and complement human intelligence (Choudhary et al. 2023).

**Using LLMs to Advance Human-AI Creative Problem Solving**

LLMs offer a new way of augmenting creative problem-solving for organizations. These models, trained on extensive data corpora, provide problem-solvers with unprecedented capabilities for interactive collaboration. One critical way to collaborate with LLMs is via strategic prompt engineering, where humans and AI explore the search space together, guided by carefully crafted human instructions. This study
examines independent and differentiated search strategies, emphasizing the role of strategic prompt engineering in reducing the cost and improving the quality of outputs in human-AI collaborative search relative to traditional human crowdsourcing methods.

**Technical Primer.** AI is a broad field within computer science that seeks to create systems capable of performing tasks that typically require human intelligence. This includes activities such as learning, reasoning, problem-solving, perception, and understanding language. Machine Learning (ML), a subset of AI, focuses on algorithms that allow machines to analyze data, learn from it, and make predictions. Unlike traditional programming, ML models evolve their performance as they process more data, eliminating the need for explicit programming in every scenario.

Generative AI falls under the umbrella of ML and represents an approach where machines can generate new content or data that is similar but not necessarily identical to what they have been trained on. This can include anything from generating text, computer code, and music to creating images and videos. Generative AI leverages ML models, such as neural networks, trained on large datasets to produce outputs that mirror the input data distribution. LLMs are a type of generative AI specifically designed to process and generate human language. They are trained on vast corpora of textual data from the internet, books, and other text-based sources, allowing them to learn the intricacies of human language, including grammar, syntax, semantics, and context. This technical primer focuses on autoregressive LLMs, the foundation for models like ChatGPT, Gemini, and Claude. The training process of autoregressive LLMs involves several key components:

1. **Tokenization:** The input text is divided into smaller units called tokens, which can be words, subwords, or characters. This process allows the model to process the text more efficiently.

2. **Embedding:** Each token is mapped to a high-dimensional vector representation, capturing the semantic and syntactic relationships between tokens. This embedding layer allows the model to understand the meaning and context of words.

3. **Transformer Architecture:** LLMs commonly use transformer neural networks (Vaswani et al. 2017). Transformers utilize self-attention mechanisms, which allow the model to weigh the
importance of different tokens within a sequence, enabling it to capture long-range dependencies and context more effectively (Ash and Hansen 2023, Bahdanau et al. 2014).

4. **Autoregressive Language Modeling**: This approach trains the model to predict the next token in a sequence based on all preceding tokens. The model learns to generate text by iteratively predicting each subsequent token, conditioned on the previously generated ones. This process leverages self-supervised learning, where language comprehension is refined by predicting future elements of the text.

5. **Optimization**: The model’s parameters are updated through an iterative process called gradient descent, which minimizes the difference between the model’s predictions and the actual next tokens in the training data. This process allows the model to learn the patterns and relationships within the language. Due to a large number of parameters and complexity, optimizing LLMs requires substantial computational resources, particularly GPU-based computing power (Achiam et al. 2023).

6. **Fine-tuning and Alignment**: State-of-the-art LLMs are typically further refined through supervised learning, where the models are provided with human-annotated datasets that exemplify desired behaviors or task-specific outputs. Additionally, alignment and guardrail techniques are employed to promote helpful, safe, and human-aligned responses, ensuring that the models adhere to ethical guidelines and produce appropriate content (Bai et al. 2022, Ouyang et al. 2022).

During the text generation process, autoregressive LLMs use the learned patterns and relationships to calculate the probability distribution of the next token based on the input context. The model then samples a token from this distribution, with the sampling process influenced by the temperature parameter. A higher temperature leads to more diverse and creative outputs by allowing for the selection of lower probability tokens, while a lower temperature results in more deterministic and conservative generations by favoring high probability tokens (Bellemare-Pepin et al. 2024).

**Strategic Prompt Engineering**. Prompt engineering, the process of designing input prompts to guide the model’s output (Brown et al. 2020), plays a crucial role in shaping the generated text (Battle and Gollapudi
As LLMs currently lack independent agency, the quality and relevance of their outputs heavily depend on humans’ ability to skillfully craft prompts, emphasizing the necessary collaboration between humans and AI (Zamfirescu-Pereira et al. 2023). By carefully crafting prompts that provide context, instructions, or examples, humans can influence the output probability distribution, steering the model’s output toward desired topics, styles, or formats. Effective prompt engineering is essential for aligning the model’s outputs with specific tasks or domains, as it helps to constrain the vast space of possible generations to more relevant and coherent outputs. This “AI-in-the-loop” integration enables a synergistic HAI collaboration that can push the boundaries of traditional problem-solving approaches to produce creative solutions.

**Anticipated Cost-Benefit Implications.** Our study uses OpenAI’s Generative Pretrained Transformer 4 (GPT-4), a representative example of advanced language models that operate based on similar foundational principles (see Appendix A for a detailed overview of the inference processes of LLMs). The advanced capabilities of LLMs, such as GPT-4, indicate a strong potential for application in creative problem-solving. Notably, using LLMs may streamline idea generation, making it a more cost-effective and efficient approach (Girotra et al. 2023). Unlike human participants, who typically require monetary or non-pecuniary incentives to engage in crowdsourcing contests (Jeppesen and Lakhani 2010, Terwiesch and Ulrich 2009), LLMs can continuously generate outputs for creative tasks without additional incentives. Moreover, LLMs can rapidly generate consistent solutions at a larger scale, substantially enriching the idea pool in much less time than conventional human crowdsourcing methods.

**Human-AI Collaboration and the Production of Novel and Valuable Outputs.** The interactive nature of LLMs, which enables humans to engage in conversations through personalized textual prompts, allows for novel forms of collaboration through the division of labor between humans and AI systems (Choudhary et al. 2023). Scholars have begun conceptualizing alternative forms of human-AI creative problem-solving, in which humans and AI can search together for creative outputs, for instance, along the dimensions of specialization of agents and the sequencing of tasks (Choudhary et al. 2023, He et al. 2023, Jia et al. 2023, Raisch and Fomina 2023). In this study, we draw upon these perspectives and explore two forms of HAI
collaboration with LLMs for creative problem-solving: independent and differentiated search. These two forms of HAI solution search are depicted in Figure 1.

Although many formats of HAI collaboration can be envisioned, a key differentiating factor is the degree to which humans are involved in steering how the LLM searches for solutions. Due to the fundamental mechanism of LLMs, which involves calculating the probability distribution of the next word or token based on the input context and sampling from this distribution (Bubeck et al. 2023), LLMs tend to reflect more mainstream ideas unless otherwise directed (Anderson et al. 2024). Independent and differentiated search are two alternative approaches to elicit more creative responses.

With independent search, as shown in Figure 1, humans define the problem and provide an initial prompt, allowing the LLM to independently generate a potential solution through its own broad search capabilities by leveraging the LLM’s training on the immense scope of data across diverse domains (Raisch and Fomina 2023). As an illustrative example, a human prompt like “Generate a creative solution for a new type of sustainable urban transportation” might solicit responses from the LLM, such as “A network of small, solar-powered pods running on elevated tracks above city streets” and “Sidewalks and bike paths that generate electricity through the kinetic energy of pedestrians and cyclists” which resemble independent contributions, such as what we might expect from the human crowd.

For independent search, the initial framing and scope of the exploration critically depend on the human’s strategic guidance. Consequently, the human’s initial guidance is crucial in broadly defining the scope and framing of the LLM’s search process. For example, a role-playing prompt like “As a time traveler from 2100, you’ve seen the incredible advancements in sustainable urban transportation. Share with a city planner in 2025 the most groundbreaking and eco-friendly transportation solution from your era that has transformed city life. Generate a creative solution for a new type of sustainable urban transportation based on this futuristic insight” may provide solutions such as “elevated hyperloop tunnels consisting of elevated, vacuum-sealed tunnels that use magnetic levitation to transport passenger pods at high speeds” or “an electric water shuttle system that uses electric-powered shuttles that glide smoothly across waterways.” The strategic guidance may allow the LLM to draw on diverse domains in its training data to make broader,
more distant searches. The LLM’s search may then be instructed to generate solutions that make substantial conceptual departures, where the human’s prompting skill and initial guidance determine the overall direction and constraints of this expansive exploration.

Another approach is differentiated search, where, as illustrated in Figure 1, humans may provide an initial prompt and then insert differentiation instructions after each output to encourage the model to diversify its successive responses and explore a broader solution space. For example, the human may provide an initial prompt like “Generate creative solutions for a new type of sustainable urban transportation” and then after each output from the LLM, add the instruction “Make sure to tackle a different problem than the previous ones and propose a different solution.” This iterative human guidance aims to promote solution diversity, reduce redundancy, encourage originality, and facilitate distant solution space exploration. While this process is iterative in nature, it focuses primarily on promoting solution diversity rather than in-depth refinement and collaboration between humans and AI.

--- Insert Figure 1 here ---

Although both independent and differentiated search approaches to HAI collaboration show promise for enhancing creative problem-solving, several open questions remain about the applicability of HAI partnerships to exploratory tasks involving solution search and the generation of novel solutions. These exploratory tasks differ from routine decision-making scenarios focusing on previously explored situations with known procedures and solution alternatives (Raisch and Fomina 2023), such as judge bail-or-release decisions (Kleinberg et al. 2018) or medical diagnoses (Lebovitz et al. 2022). The capabilities required for open-ended creative problem-solving may not be well-suited for HAI collaboration with current LLMs, especially when compared to the diverse perspectives offered by a broad human crowd.

First, when collaboratively searching for novel solutions, LLMs may inadvertently constrain their exploration due to their reliance on formal rationality—a decision-making mode grounded strictly in abstract rules, formal procedures, and established precepts, without nuanced consideration of contextual factors or personal perspectives (Lindebaum et al. 2020, Weber 1978). As creative problem-solving often draws inspiration from individual perspectives and situational factors (Amabile 1983, Perry-Smith 2006),
there are concerns that HAI systems may be bound by their training data and constrained to searching for “myopic” or local solutions. This could lead the systems to overlook novel opportunities that necessitate conceptual leaps transcending formal rules (Kneeland et al. 2020) but may be more valuable based on their associations with past successes (Rindova and Petkova 2007).

Second, the outputs of HAI collaboration systems are limited to recombining patterns from the data used to train the LLM component. As a result, the outputs may be retrospective and ultimately confined by the specific data the LLM was exposed to during training. This contrasts with human cognition, which is inherently forward-looking and theory-based, enabling humans to transcend data and prediction to generate new data and observations and conduct experimentation (Felin and Holweg 2024, Gavetti and Levinthal 2000). These forward-looking theories guide human perception, search, and action, potentially serving as the source of highly novel recombinations, jumps, and applications (Katila and Ahuja 2002, Kneeland et al. 2020). While collaborating with AI may accelerate the generation of more incremental yet valuable solutions (Benner and Tushman 2003), pushing the boundaries towards radically new solutions may still require human expertise—particularly the collective input of the human crowd (Jeppesen and Lakhani 2010), which is unconstrained by the data-prediction modes of current AI systems (Felin and Holweg 2024).

Third, HAI outputs can exhibit failure modes, such as confabulation (generating plausible but unfounded content) and hallucination (producing outputs detached from training data or reality) (Ji et al. 2023), which may have mixed implications for creative problem-solving. On the one hand, some degree of confabulation and hallucination in the outputs could boost novelty by facilitating exploratory search that combines concepts from disparate domains in novel ways—aligning with the goals of distant search (Benner and Tushman 2003, March 1991). However, this factually incorrect knowledge could also compromise solution value by producing distorted or bizarre reflections of flawed data with limited practical value for adoption. Given the unclear potential of HAI collaboration for creative problem-solving, we investigate this question by comparing the novelty, value, and quality of HC and HAI outputs.

**Research Design and Methods**

**Setting**
Crowdsourcing Context. We partnered with Continuum Lab, an AI company, and Freelancer.com, an online marketplace, to launch a crowdsourcing challenge seeking new business ideas focused on sustainable, circular economy business opportunities. The circular economy is an economic framework that emphasizes the reuse and regeneration of materials or products to continue production in a sustainable or environmentally friendly way. Our choice of the circular economy as a backdrop for this study stems from its comprehensive scope, bridging disciplines such as environmental science, economics, design, and engineering. This interdisciplinary nature, coupled with its critical role in advancing sustainable development and addressing a range of economic, environmental, and social challenges, makes it a practical context to assess the creative problem-solving capabilities of human crowdsourcing and HAI collaboration facilitated by prompt engineering (Ivcevic and Grandinetti 2024). The challenge ran from January 30, 2023, to May 15, 2023. Participants were encouraged to submit real-life use cases of how companies can implement the circular economy concepts in their businesses. Participants were told that their ideas would be evaluated using five criteria: Novelty, Strategic Viability in terms of their feasibility and scalability of implementation, Environmental Value, Financial Value, and overall Quality.

All participants submitted their solutions using a Google Form. We also collected their demographic information, including their job title, geography, industry of application for their solution (a dropdown of 23 industries), and solution maturity (ideation, R&D, proof of concept, market testing, or full commercial). The contest received a total of 310 submissions. 148 participants received $10 for providing non-blank entries, and the best overall solution received a $1,000 prize. The crowdsourcing challenge had a total cost of $2,555, including a $75 platform fee. Of the 148 submissions, the research team deemed 125 eligible after filtering out off-topic or insufficiently detailed solutions.

Human-AI Collaboration and Prompt Engineering. We prompt-engineered with the GPT-4 Python API to generate various solutions to the same crowdsourcing challenge of developing sustainable, circular economy business ideas. One of the study’s authors completed all prompt engineering techniques to generate the solutions using the default temperature parameter of 1.0. In this section, we describe our
approach to solution generation. We first outline our use of two GPT-4 configurations to operationalize independent and differentiated search and then explain how we layer three prompt engineering techniques onto each configuration to diversify the range of the generated solutions.

We generate solutions using two alternative configurations of GPT-4: *multiple* and *single* instances. The multiple instance corresponds to independent search, where humans provide an initial prompt and allow the LLM to generate potential solutions independently. The single instance corresponds to differentiated search, where humans periodically provide instructions to differentiate the LLM’s solution search. To the best of our knowledge, we are the first to report on the use and impact of these alternative configurations.

The multiple instance configuration starts from the default initialization of GPT-4 and uses a distinct instance to generate solutions. While the model and prompt remain identical across instances, the sampling methods employed in LLMs suggest that each instance can produce varied responses because the model samples from the probability distribution of possible next words or considers several high-probability next words rather than simply selecting the next word with the highest probability (See Appendix A.2 for more technical details).

The single instance configuration is an iterative prompting scheme in which the human engages in back-and-forth interactions with the LLM, inserting prompts one round after each to arrive at a desired output. More specifically, we use a single instance of GPT-4 to generate multiple solutions successively, one at a time, adding the following sentence in the context:

*We will ask to answer these questions several times, and make sure each new answer tackles a different problem than the previous ones and proposes a different solution.*

We also add the following paragraph as a differentiation instruction each time after GPT-4 generates an output while also including all the previously GPT-4 generated solutions:

*Make sure to tackle a different problem than the previous ones and propose a different solution. Also make sure your answers satisfy the evaluation criteria (novelty, environmental impact, financial impact, feasibility and scalability).*

By introducing a human-guided differentiation instruction between successive responses, a single instance of GPT-4 is more likely to diversify its successive responses from previous ones, enabling a potentially broader exploration of the search space than multiple instances, as LLMs tend to produce similar
outputs given identical prompts (Meincke et al. 2024). The objective is to promote solution diversity, reduce redundancy, encourage originality, and facilitate distant exploration. This technique is based on “prompt-chaining” (DAIR.AI 2024), where the output of one prompt becomes the input or part of the input for the next prompt in the sequence (Saravia 2022).

Intuitively, the multiple instance configuration more closely aligns with the concept of independent crowd solvers, as each GPT-4 instance generates outputs independently, starting from a different default initialization and potentially exploring different areas of the problem and solution space. In contrast, the single instance configuration resembles an iterative process where distinct ideas are proposed successively.

We use additional prompt engineering techniques to generate solutions within the multiple and single instance configurations of GPT-4. As of mid-2023, when this research took place, techniques like one-shot or few-shot prompting (Brown et al. 2020), Chain-of-Thought processes (Wei et al. 2023), and role-playing prompts (Kong et al. 2023, Shanahan et al. 2023) were gaining traction.

Considering the evolving nature and understanding of prompt engineering, we layer on three alternative prompt engineering approaches to produce HAI solutions within the multiple and single instance configurations of GPT-4. Our baseline prompt includes the core problem description given to human solvers and a template to guide GPT-4 in answering in the same “Problem-Solution” format as the HC. This establishes a reference point for comparing HAI responses to their human counterparts, ensuring both received identical initial information. The prompt begins with the context, a concise description of the circular economy challenge, and the goal of idea generation. It then includes an example of circular economy as one-shot prompting and the different evaluation criteria accompanied by encouraging, positive, methodical wording emulating a chain-of-thought mechanism. Building upon the baseline, our second prompting approach introduces individual solver characteristics (job title, location, industry, solution maturity) in a role-playing technique for GPT-4. This approach aims to increase the contextual richness similar to human creativity, potentially enhancing the model’s outputs to align better with human-produced solutions and generate more diverse creative responses. We change the individual solver characteristics described in the prompt for each new instance or single instance iteration to generate diverse solutions.
Finally, we role-play with expert, famous personas from 23 circular economy-relevant industries. This technique expands the model’s input with diverse expert knowledge bases, facilitating more comprehensive information processing and the potential for generating innovative, industry-specific solutions grounded in practical applications. As previously, we change the expert personas described in the prompt for each new instance or iteration to explore different industry perspectives. Appendix B details the specific prompts used to generate the HAI solutions. The code used to generate the solutions is publicly available at https://github.com/leobix/creative.

**API Costs and Time Spent.** We generated 730 AI solutions, 315 each with multiple and single instances of GPT-4. Each solution was generated in 27.2 seconds on average (min = 5.9s, max = 80.8s, s.d. = 8.4s) from a Google Colab notebook and cost $0.037 on average. Hence the total direct cost of using this LLM was $27.01.

**Evaluator Recruitment and Procedures**

Our study (approved under Harvard University IRB23-0770) uses external human evaluators to judge the novelty, value, and quality of human and GPT-4 solutions. First, as shown in Figure 2, we recruited potential evaluators on Prolific.com in July 2023 and September 2023. For both recruitment sessions, we used a screening survey to screen potential evaluators for geographic location (US only) and age (18 years old or older), as well as for their level of interest, work experience, and knowledge of the circular economy through a multiple-choice skills test. Individuals who passed the screening filter showed at least a moderate level of interest, and either had two or more years of work experience or scored at least 60% (3 or more out of 5) on the skills test, were selected to participate in the evaluation survey (see Appendix C for survey instruments). Overall, we recruited 1,000 evaluators, of which 300 (or 30%) passed the screening survey. 145 of the 300 evaluators were from the first call and 155 from the second. We also collected demographic data on the evaluators’ gender, highest level of education, field of study, and employment status.

Due to feasibility issues, such as scalability, cost, and time constraints with recruiting and managing many evaluators to review the entire set of 125 HC and 730 HAI prompt-engineered solutions, we randomly selected 234 solutions for human evaluation. Of these, 180 were HAI prompt engineered (90 single instance
and 90 multiple instance), and 54 were HC submitted. We randomly selected a mix of HAI-generated responses for the HAI solutions, instructed with three alternative prompts, and evenly allocated between multiple and single instance configurations.

We used a blocked experimental design to randomize the HC and HAI solutions into distinct blocks. Each block contained ten HAI and three HC solutions, totaling 13 solutions per block. Within each block, there were five multiple instance and five single instance HAI solutions generated from the same prompt engineering approach. As shown in Figure 2, each evaluator was randomly assigned one of the 18 blocks of solutions to evaluate, i.e., evaluators were nested within solution blocks. Because prompt engineering approaches allow the LLM to explore different parts of its training, the HAI solutions generated using the same prompt engineering approach are likely to exhibit less variability than solutions generated across different prompting approaches. Therefore, our blocked randomization design choice allows for more precise comparisons between HAI and HC responses and between multiple and single instance model configurations. In other words, by strategically minimizing within-block variance, our approach ensures that each evaluator assesses HAI solutions that are more comparable than under a complete randomization design. This design choice aligns with the principle that optimal efficiency gain is achieved when the within-block variance is reduced while the between-block variance is maximized (Imbens and Rubin 2015).

Each evaluator, blind to the sources of the 13 solutions in their randomly assigned block, rated on each solution’s novelty (How different is it from existing solutions?), strategic viability (How likely is it to succeed and how scalable is it?), environmental value (How much does it benefit the planet?), and financial value (What financial value can it create for businesses?), as well as overall quality (Based on the four criteria above, what is the overall quality of the solution?). Overall, each block was evaluated 16.67 times on average (min = 15, max = 18, s.d. = 0.88).

--- Insert Figure 2 here ---

To motivate effort and ensure thoroughness, we offered each evaluator $12 for completing the survey, with a bonus of $1 for each solution where they matched the consensus or the mode of quality rating.
for each solution. The mean bonus awarded was $6.43 (s.d. = $2.30, min = $1, max = $12). The total compensation per evaluator ranged from $13 to $24.

Variables

**Dependent Variables.** We use five main dependent variables, corresponding to the evaluator’s *Novelty*, *Strategic Viability*, *Financial*, and *Environmental Value*, and *Quality* of each solution. To examine extreme outcomes, we create binary variables for *Top Novelty*, *Top Strategic Viability*, *Top Environmental Value*, and *Top Financial Value* to capture alternative dimensions of top value and *Top Quality*. Each of these binary variables is set to one if the evaluator gave the solution the top rating (out of 5 on the five-point Likert scale) and zero otherwise.

**Independent Variables.** Our main independent variable, *HAI*, is a dummy variable corresponding to whether the solution is HC (baseline) or HAI generated. We also report an alternative independent variable, *HAI instance*, a categorical variable that further differentiates the HAI solutions as *HAI Multiple Instance* or *HAI Single Instance*. This alternative independent variable enables us to develop deeper insights into how alternative configurations of GPT-4 influence the generated responses.

**Other Variables.** Our statistical analyses rely on the random assignment of evaluators to solutions. We add several covariates corresponding to the screening criteria (i.e., work experience, interest, and skills test score), the evaluators’ demographic characteristics (i.e., gender, bachelor’s degree or higher, STEM major, employment status), the solution word count, and the recruitment cohort (i.e., July or September 2023).

Table 1 shows the summary statistics (mean, median, standard deviation, minimum, and maximum) as well as the correlation matrix between the main variables. Table 2 cross-tabulates descriptive statistics across HC, HAI multiple instance as well as HAI single instance. Notably, HAI multiple instance and HC are comparable, but HAI single instance exceeds HC (Multiple instance: $p = 0.324$; Single instance: $p = 0.011$). At the top decile, we do not observe differences in quality (Multiple instance: $p = 0.514$; Single instance: $p = 0.578$).

--- Insert Tables 1 and 2 here ---

**Estimation Approach**
We analyze our data at the evaluator–solution block level. We use nested mixed-effects models or hierarchical linear models (Gelman and Hill 2006, Kenny et al. 2006), performed using the lmerTest package in R (Kuznetsova et al. 2017), to account for the interdependence of data around the evaluators and solution blocks resulting from our randomized block design, which exogenously assigned evaluators one of 18 blocks of solutions to evaluate. These models appropriately account for the nesting of evaluators within solution blocks by estimating random effects (i.e., random intercepts and slopes) for both the solution blocks and the evaluators. By modeling variability at both the evaluator and solution block levels, mixed-effects models can provide more accurate estimates and standard errors than ordinary least squares in the presence of nested data (Gelman and Hill 2006).

Results

Mixed Effects Models

Tables 3–6 report the mixed model results of each rating dimension, corresponding to HAI (Table 3) and HAI Instance (Table 4), and the results for the top rating on each dimension, corresponding to HAI (Table 5) and HAI Instance (Table 6). All models include the main effect of the solution source and control for the evaluator screening criteria as well as additional evaluator attributes, cohort, and solution word count. We report all results without controls in Appendix D.

Estimated Relationships Between Solution Source and Solution Ratings. In Table 3, Models 1 and 2 indicate that compared to HC solutions, the HAI solutions receive a lower novelty (Model 1: -0.140, \( p < 0.001 \)). In contrast, Models 2, 3, and 4 indicate that the HAI solutions attained a higher value rating in terms of strategic viability (Model 2: 0.088, \( p = 0.016 \)), environmental value (Model 3: 0.160, \( p < 0.001 \)) and financial value (Model 4: 0.143, \( p < 0.001 \)). Moreover, we observe that the HAI solutions achieved higher overall quality (Model 5: 0.101, \( p = 0.002 \)).

Table 4 splits the solution source into HAI multiple and single instance configurations. The multiple instance configuration uses different AI instances to independently explore the solution space in parallel. In the single instance configuration, humans iteratively prompt and provide feedback to guide a single AI instance’s exploratory search process.
In Model 1, we observe that the HAI solutions generated with multiple instances of GPT-4 are rated as significantly less novel than the HC solutions (Model 1: -0.217, \( p < 0.001 \)), but there is no difference between the HC and single instance HAI solutions (Model 1: -0.056, \( p = 0.156 \)). Using the \texttt{emmeans} package in R (Lenth et al. 2018), we perform pairwise comparisons to show that the coefficients for the HAI Multiple Instance and Single Instance solutions in Model 1 are significantly different from each other (\( p < 0.001 \)). In Model 2, we find that while there is no difference in strategic viability between the HAI multiple instance and HC solutions (Model 2: 0.047, \( p = 0.239 \)), the HAI single instance solutions are rated as having higher strategic viability (Model 2: 0.133, \( p = 0.001 \)). Moreover, the post-hoc test indicates that the coefficients are statistically different from each other (\( p = 0.038 \)).

Moving to environmental and financial value in Models 3 and 4, we observe that both the HAI multiple and single instance of GPT-4 produced solutions of higher environmental (multiple: 0.136, \( p < 0.001 \); single: 0.186, \( p < 0.001 \)) and financial value (multiple: 0.160, \( p < 0.001 \); single: 0.126, \( p < 0.001 \)) than the HC solutions. Lastly, there is no difference in the quality of the solutions between the HAI multiple instance and HC solutions (Model 5: 0.049, \( p = 0.165 \)), and the HAI single instance solutions are rated as higher in quality (Model 5: 0.159, \( p < 0.001 \)). We note that the Multiple and Single Instance coefficients are statistically different from each other (\( p < 0.001 \)).

--- Insert Tables 3 and 4 here ---

**Estimated Relationships Between Solution Source and Top Solution Ratings.** Turning to Table 5, which examines the top solution ratings, Model 1 indicates that HAI solutions are 7.9 percentage points less likely to achieve the top novelty rating than HC solutions (Model 1: -0.079, \( p < 0.001 \)). In contrast, we do not find any noticeable differences between the HAI and HC solutions across any of the other dimensions in Models 2–5: Top Strategic Viability (Model 2: 0.004, \( p = 0.710 \)); Top Environmental Value (Model 3: 0.017, \( p = 0.209 \)); Top Financial Value (Model 4: 0.005, \( p = 0.658 \)), and Top Quality (Model 5: -0.008, \( p = 0.462 \)).

Next, Table 6 investigates the relationships between the HAI single and multiple instance configurations and the HC solutions for the top ratings along each dimension. In Model 1, we observe that
both HAI multiple and single instance configurations are rated as less likely to achieve the top novelty rating (multiple instance: -0.091, \( p < 0.001 \); single instance: -0.065, \( p < 0.001 \)). This said, there are no other observable differences between either the HAI multiple or single instance configurations and the HC solutions in terms of top ratings in Models 2–5: Top Strategic Viability (multiple: -0.009, \( p = 0.469 \); single: 0.019, \( p = 0.138 \)); Top Environmental Value (multiple: 0.014, \( p = 0.350 \); single: 0.021, \( p = 0.176 \)); Top Financial Value (multiple: 0.013, \( p = 0.264 \); single: -0.004, \( p = 0.705 \)); Top quality (multiple: -0.017; \( p = 0.173 \); single: 0.001, \( p = 0.924 \)).

In summary, our results in Tables 3–6 indicate that whereas the HC solutions are rated as more innovative, both on average and top novelty, the HAI solutions are rated as more valuable on average, in terms of strategic viability, financial and environmental value, as well as higher in overall quality. It is noteworthy that the single instance HAI solutions tend to receive higher ratings for novelty, strategic viability, and overall quality compared to the HAI multiple instance solutions. A possible explanation is that the human-guided differentiation instruction in the single instance configuration will likely force different or unique answers that may push the model towards greater novelty. An important insight of the single instance configuration is that we can achieve more novel responses (see Table 4) without compromising the perceived value of the responses. Appendix E provides further text analysis of the HC and HAI solutions.

--- Insert Tables 5 and 6 here ---

**Discussion**

We began this paper with the question: How will generative AI reshape creative problem-solving? Specifically, it is unclear whether an individual’s use of generative AI can yield creative outputs that address open-ended and challenging organizational and societal problems (Ivcevic and Grandinetti 2024). To investigate this question, we partner with Continuum Lab, an AI firm, to launch a crowdsourcing challenge to identify sustainable, circular economy business opportunities, and compare the novelty and value of their outputs to those generated via HAI collaboration, facilitated with different prompt engineering approaches.
We subsequently invite human evaluators to assess the novelty and value of the submitted solutions without revealing their sources as HC- or HAI-generated.

Our analysis reveals that while the HC solutions demonstrate higher novelty, the HAI solutions are rated higher in value, in terms of their strategic viability to be implemented as innovations to deliver environmental and financial benefits. When considering all factors collectively, the HAI solutions are deemed superior in quality compared to the HC solutions. Our findings resonate with recent laboratory studies involving well-defined tasks, which indicate that outputs generated through HAI collaboration are approaching human-level creativity (Doshi and Hauser 2023, Franceschelli and Musolesi 2023, Girotra et al. 2023, Gómez-Rodriguez and Williams 2023, Guzik et al. 2023). Notably, our study provides one of the earliest empirical analyses of collaborative human-AI systems applied to creative problem-solving in a real-world setting, conducted after the widespread adoption of foundation generative AI models like GPT-4.

The diverging patterns of novelty and value observed between the HC and the HAI solutions may be explained by the differing search behaviors involved in the respective approaches. Specifically, while HAI leverages foundation generative AI models trained on vast datasets, the solutions generated by these models still tend to occupy more incremental search spaces that are proximal to existing solutions rather than exploring highly novel spaces, possibly due to the models’ training methods on past data (Felin and Holweg 2024), or formal rationality (Lindebaum et al. 2020, Weber 1978) and the underlying statistical convergence to the “mean” answer for the prompt. As a result, HAI solutions trend towards being less innovative than the HC’s but delivering higher value and overall quality. In contrast, we observe that the HC exhibits more variable search behaviors, both at the bottom and top end of the novelty distribution. Some of this heterogeneity was not observed in our analyses since the research team filtered out irrelevant and off-topic HC solutions before human evaluation. Nonetheless, consistent with the multiple parallel paths approach to innovation (Abernathy and Rosenbloom 1969, Leiponen and Helfat 2010), this variability may enable the HC to surface a greater proportion of highly novel “extreme” solution outliers (Dahan and Mendelson 2001) that current default AI systems are unlikely to produce. This said, we surmise that
ultimately the novelty and value of HAI outputs will depend on how humans engage with AI to guide its solution search behaviors.

As evidence, our study employed both single instance and multiple instance configurations of GPT-4 to investigate how different forms of HAI collaboration impact solution outcomes. In the single instance configuration, humans iteratively prompted the same GPT-4 instance, instructing its search process and generating differentiated responses. In contrast, the multiple instance configuration involved independent GPT-4 instances generating solutions without iterative human input during the search process. Our results demonstrate that for current LLM capabilities, the single instance configuration with iterative human prompts can effectively increase the novelty of outputs while preserving their perceived value. This finding underscores the importance of human involvement in directing how the LLM explores the solution space. Consistent with Anthony et al. (2023), the observed differences between the independent (multiple instance) and differentiated (single instance) HAI search processes highlight that human and LLM agents offer distinct and complementary roles, both essential for effective collaborative problem-solving. More advanced search forms could involve humans providing more substantive feedback and engaging in a more conversational back-and-forth with the AI to explore and refine solutions.

Lastly, we emphasize the substantial time and cost savings from leveraging HAI approaches to creative problem-solving. In our specific study, whereas the HC solutions cost $2,555 and 2,520 hours to develop, the final HAI solutions were generated in only 5.5 hours with $27.01. This contrast indicates that generative AI presents a promising, time- and cost-effective alternative to augmenting conventional approaches to creative problem-solving.

The Future of Human-AI Creative Problem Solving

Our work builds and contributes to recent theoretical work that conceptualizes human and AI agents as interacting counterparts within a system with distinct yet complementary roles (Anthony et al. 2023). In contrast to prior studies that compare human and AI capabilities independently, akin to a horse race, our research perceives knowledge creation as a process that is shaped and emerges from the interactions between hybrid human and AI systems. In this regard, we extend the literature on HAI collaboration from
routine decision-making (Allen and Choudhury 2022, Lebovitz et al. 2022) to the novel context of creative problem-solving, where the task at hand involves exploring new problems and searching for unknown solutions (Raisch and Fomina 2023). These unique characteristics of creative problem-solving render it particularly conducive to generative AI, which can create new outputs from learned patterns (Bubeck et al. 2023), as opposed to predictive AI, which anticipates future outcomes based on past learned patterns.

Our findings offer several implications for the future of creative problem-solving and innovation within organizations. First, investing in workforce training to build “AI-literate” expertise might emerge. While our study employed foundational prompting approaches, more advanced methods will likely be developed as organizations gain experience leveraging LLMs. As prompt engineering and similar interaction techniques mature, their impact on enhancing human-AI creativity is expected to grow. Such HAI approaches could allow organizations to strategically reallocate resources toward later innovation stages like solution refinement and implementation (Perry-Smith and Mannucci 2017).

Second, our findings indicate that experimenting with different forms of HAI collaboration in organizational settings—involving the inputs of the HC—could further enhance quality in problem-solving tasks. Building on evidence of distinct strengths—HC in generating novel ideas and HAI in enhancing value—a promising avenue may be to experiment with a sequential approach, in which human crowds brainstorm novel solutions, followed by HAI systems refining these ideas to improve their value, or vice versa. Alternatively, a joint search strategy could also be beneficial where HC and HAI outputs are combined iteratively. We posit that by experimenting (Levine et al. 2023) with different forms of creative problem-solving and leveraging the complementary strengths of humans and AI, we will advance organizational theory and unlock novel forms of HAI collaboration to identify optimal divisions of labor that go beyond those explored in our current study.

Third, our findings suggest that organizations integrating AI into their workflows may need to adopt robust processes to ensure the responsible and unbiased use of LLMs in creative endeavors. Despite their training on wide-ranging datasets, HAI responses were consistently rated less likely to achieve top novelty than the HC. This tendency may result from various factors, including the fine-tuning and alignment
techniques used in LLM training or the inherent limitation that LLMs, despite their generative capabilities, are trained on historical data (Felin and Holweg 2024). The substantial time and cost savings from HAI collaboration for creative problem-solving only make addressing these issues more pressing. Along with other studies, we caution that excessive dependence on LLMs may undermine human creativity and output diversity (Dell’Acqua et al. 2023, Doshi and Hauser 2023, Stevenson et al. 2022). Particularly concerning is the potential for evaluators to prioritize ideas conforming to established success patterns, leading to a bias favoring incremental innovations over more radical breakthroughs (Dewar and Dutton 1986).

As AI capabilities advance, human roles in the creative process will inevitably evolve, prompting deeper reflections on the nature of creativity itself and the unique value humans contribute. These potential paradigm shifts underscore the importance of thoughtfully delineating responsibilities between human and AI collaborators while recognizing them as complementary components within an interactive system.

**Methodological Considerations, Limitations, and Future Directions**

Despite employing a highly practical approach to study HAI creative problem-solving in a rapidly advancing field, our study has limitations that point to avenues for future research. First, our study’s reliance on evaluators based solely in the U.S. limits the generalizability of our findings. This geographical constraint may skew the evaluation of solutions, as cultural and contextual understandings of novelty and value vary globally (Jang 2017). Consequently, the insights derived from this study may not fully encapsulate the diverse perspectives that evaluators from different cultural backgrounds could offer, potentially affecting the applicability of our conclusions across international contexts.

Second, we recruited crowd rather than domain-specific experts to evaluate solutions. This approach may impact the perceived novelty and value of the generated solutions. Experts, with their deep domain knowledge, might assess the solutions differently, focusing on aspects laypersons might overlook (Boudreau et al. 2016, Mollick and Nanda 2016). Although research suggests that it can sometimes be costly to recruit experts to evaluate a multitude of ideas (Bell et al. 2024) and that the crowd can be a good proxy of expert opinions in creative contexts (Mollick and Nanda 2016), the crowd’s evaluation may nonetheless not fully capture the nuanced domain understanding that experts may bring, potentially leading
to an underestimation or overestimation of the solutions’ novelty and applicability. Future studies should expand the evaluators’ pool to a more globally diverse representation of crowds and experts.

Third, the quality of the HAI outputs in our study may have been influenced by the training data, the model setting, and the specific prompt engineering strategies employed by one of the study team’s authors. The configuration of LLMs, particularly the temperature parameter, may play a critical role in determining the creativity and relevance of the outputs. Although rigorous research is needed (Renze and Guven 2024), higher temperature settings may lead to more creative, statistically rare responses, while lower settings tend to produce more conservative and relevant outputs (Chen et al. 2021).

Additionally, since LLM outputs are guided by human interaction with the AI system, we must interpret our results carefully. The coauthor who performed the HAI collaboration in this study possesses deep technical expertise in prompt engineering and invested significant time and effort in refining the prompts to generate the LLM solutions. Furthermore, we limited the degree of heterogeneity in the prompts for generating solutions to maintain a quality threshold in the responses and enable effective solution generation at scale. It is also important to note that our study aims to achieve multiple objectives in both novelty and value of the LLM outputs. Prioritizing one aspect over the other may lead to compromises, which we do not investigate specifically.

These considerations in our approach to establishing realistic yet scalable forms of HAI collaboration for creative problem-solving highlight the promise of future research in investigating different forms of HAI solution search. Expanding the view of HAI collaboration to explore its possibilities for problem formulation and evaluation could also yield valuable insights.

Lastly, in our research, we focused on the capabilities of a single LLM. One possibility is incorporating more sophisticated applications, including domain-specific knowledge (Yager 2023) and adjusting for emotional tone (Yin et al. 2024) to improve LLMs’ capabilities to offer more nuanced and contextually appropriate solutions. In addition, an intriguing avenue for further elevating LLM creativity is to build on the collective insight of multi-modal (Yin et al. 2023) and multi-agent systems that collaborate and compete with one another (Wang et al. 2023, Xi et al. 2023). Moreover, Retrieval-Augmented
Generation systems could enable LLMs to access and process both external and proprietary (i.e., firm-specific) knowledge bases, enhancing factual accuracy and enriching their responses (Lewis et al. 2020). Additionally, the emergence of LLMs with web-browsing capabilities may further expand the range of information available to these models, potentially improving their performance in creative problem-solving tasks. Last, beyond the family of GPT-4-level models, an array of open-source LLMs are swiftly advancing and beginning to rival the capabilities of the closed-source ones. Importantly, because these alternative LLMs might be trained on different datasets and use alternative fine-tuning approaches or guardrails impacting their outputs, their collaborative output could offer more creative recombinations than responses from a single GPT-4 model.

Despite these limitations, our findings have important implications for creative problem-solving, as they demonstrate the feasibility of HAI collaboration for solution generation. By providing a proof of concept, our study lays the groundwork for leveraging HAI collaboration to search through the solution space effectively and efficiently. This approach holds promise for enhancing the creative problem-solving process and unlocking new avenues for organizational innovative activities. Looking forward, the rapid advancement in generative AI capabilities holds tremendous promise for transforming human-centered innovation processes through synergistic human-AI integration, known as AI-in-the-loop.
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<table>
<thead>
<tr>
<th>Table 1. Summary Statistics and Correlation Between Main Variables (N = 3,900)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>1 Novelty</td>
</tr>
<tr>
<td>2 Strategic Viability</td>
</tr>
<tr>
<td>3 Environmental Value</td>
</tr>
<tr>
<td>4 Financial Value</td>
</tr>
<tr>
<td>5 Quality</td>
</tr>
<tr>
<td>6 HAI M/S*</td>
</tr>
<tr>
<td>7 Experience</td>
</tr>
<tr>
<td>8 Interest</td>
</tr>
<tr>
<td>9 Score</td>
</tr>
<tr>
<td>10 Female</td>
</tr>
<tr>
<td>11 Bachelor’s</td>
</tr>
<tr>
<td>12 STEM</td>
</tr>
<tr>
<td>13 Employed</td>
</tr>
<tr>
<td>14 Cohort</td>
</tr>
<tr>
<td>15 Word Count</td>
</tr>
</tbody>
</table>

Notes: All values of $|\rho| > 0.03$ are significant at $p < 0.05$. *HAI M/S instances were equally split and each corresponded to 38.5% of the observations.
<table>
<thead>
<tr>
<th></th>
<th>Human Crowd (HC)</th>
<th>Human-AI (HAI) Multiple Instance</th>
<th>Human-AI (HAI) Single Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N Ideas</strong></td>
<td>54</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td><strong>Average Word Count</strong></td>
<td>204</td>
<td>231</td>
<td>265</td>
</tr>
</tbody>
</table>

*Mean Rating Across All Solutions*

<table>
<thead>
<tr>
<th></th>
<th>Human Crowd (HC)</th>
<th>Human-AI (HAI) Multiple Instance</th>
<th>Human-AI (HAI) Single Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Novelty</strong></td>
<td>3.508 (1.127)</td>
<td>3.230 (1.040)</td>
<td>3.469 (0.993)</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.013</td>
<td>0.657</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.002</td>
</tr>
<tr>
<td><strong>Strategic Viability</strong></td>
<td>3.194 (1.125)</td>
<td>3.236 (1.037)</td>
<td>3.315 (1.070)</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.445</td>
<td>0.069</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.165</td>
</tr>
<tr>
<td><strong>Environmental Value</strong></td>
<td>3.616 (1.037)</td>
<td>3.763 (0.934)</td>
<td>3.827 (0.913)</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.009</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.120</td>
</tr>
<tr>
<td><strong>Financial Value</strong></td>
<td>3.086 (1.051)</td>
<td>3.237 (1.002)</td>
<td>3.239 (0.996)</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.004</td>
<td>0.009</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.636</td>
</tr>
<tr>
<td><strong>Quality</strong></td>
<td>3.292 (1.058)</td>
<td>3.345 (0.952)</td>
<td>3.461 (0.936)</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.324</td>
<td>0.007</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.011</td>
</tr>
</tbody>
</table>

*Mean Rating for Solutions in Top Decile*

<table>
<thead>
<tr>
<th></th>
<th>Human Crowd (HC)</th>
<th>Human-AI (HAI) Multiple Instance</th>
<th>Human-AI (HAI) Single Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Novelty</strong></td>
<td>4.364</td>
<td>3.901</td>
<td>4.003</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.184</td>
</tr>
<tr>
<td><strong>Strategic Viability</strong></td>
<td>3.789</td>
<td>3.797</td>
<td>3.886</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.881</td>
<td>0.132</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.091</td>
</tr>
<tr>
<td><strong>Environmental Value</strong></td>
<td>4.197</td>
<td>4.308</td>
<td>4.267</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.043</td>
<td>0.181</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.466</td>
</tr>
<tr>
<td><strong>Financial Value</strong></td>
<td>3.701</td>
<td>3.801</td>
<td>3.702</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.304</td>
<td>0.985</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.087</td>
</tr>
<tr>
<td><strong>Quality</strong></td>
<td>3.950</td>
<td>3.902</td>
<td>3.975</td>
</tr>
<tr>
<td><strong>p-value (vs HC)</strong></td>
<td>—</td>
<td>0.514</td>
<td>0.578</td>
</tr>
<tr>
<td><strong>p-value (vs multiple instance)</strong></td>
<td>—</td>
<td>—</td>
<td>0.340</td>
</tr>
</tbody>
</table>
### Table 3. Human Crowd vs Human-AI Nested Mixed Effects Models of Evaluator Ratings

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAI Solution</td>
<td>-0.140***</td>
<td>0.088*</td>
<td>0.160***</td>
<td>0.143***</td>
<td>0.101**</td>
</tr>
<tr>
<td>(0.035)</td>
<td>(0.037)</td>
<td>(0.029)</td>
<td>(0.033)</td>
<td>(0.032)</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>3.222***</td>
<td>2.979***</td>
<td>3.375***</td>
<td>2.658***</td>
<td>2.956***</td>
</tr>
<tr>
<td>(0.214)</td>
<td>(0.213)</td>
<td>(0.224)</td>
<td>(0.217)</td>
<td>(0.204)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
</tr>
<tr>
<td># blocks</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td># evaluators</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Screening criteria</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Other controls</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-5439.9</td>
<td>-5568.3</td>
<td>-4798.1</td>
<td>-5169.7</td>
<td>-5085.0</td>
</tr>
<tr>
<td></td>
<td>df = 15</td>
<td>df = 15</td>
<td>df = 15</td>
<td>df = 15</td>
<td>df = 15</td>
</tr>
</tbody>
</table>

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Notes. This table presents mixed-model (hierarchical linear modeling) results from evaluator ratings of solution novelty, strategic viability, environmental value, financial value, and quality with 300 evaluators nested in eighteen solution blocks. All models include the screening criteria of work Experience, level of interest, and knowledge test score, along with covariates such as gender, highest level of education, major, employment Status, cohort session, and solution word count. Standard errors are in parentheses.

### Table 4. Human Crowd vs Human-AI Multiple and Single Instance Nested Mixed Effects Models of Evaluator Ratings

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAI Multiple Instance</td>
<td>-0.217***</td>
<td>0.047</td>
<td>0.136***</td>
<td>0.160***</td>
<td>0.049</td>
</tr>
<tr>
<td>(0.039)</td>
<td>(0.040)</td>
<td>(0.032)</td>
<td>(0.036)</td>
<td>(0.035)</td>
<td></td>
</tr>
<tr>
<td>HAI Single Instance</td>
<td>-0.056</td>
<td>0.133**</td>
<td>0.186***</td>
<td>0.126***</td>
<td>0.159***</td>
</tr>
<tr>
<td>(0.039)</td>
<td>(0.041)</td>
<td>(0.033)</td>
<td>(0.037)</td>
<td>(0.036)</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>3.242***</td>
<td>2.990***</td>
<td>3.382***</td>
<td>2.654***</td>
<td>2.970***</td>
</tr>
<tr>
<td>(0.214)</td>
<td>(0.213)</td>
<td>(0.224)</td>
<td>(0.217)</td>
<td>(0.204)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
</tr>
<tr>
<td># blocks</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td># evaluators</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Screening criteria</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Other controls</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-5430.9</td>
<td>-5567.7</td>
<td>-4799.1</td>
<td>-5171.7</td>
<td>-5081.1</td>
</tr>
<tr>
<td></td>
<td>df = 16</td>
<td>df = 16</td>
<td>df = 16</td>
<td>df = 16</td>
<td>df = 16</td>
</tr>
</tbody>
</table>

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Notes. This table presents mixed-model (hierarchical linear modeling) results from evaluator ratings of solution novelty, strategic viability, environmental value, financial value, and quality with 300 evaluators nested in eighteen solution blocks. All models include the screening criteria of work Experience, level of interest, and knowledge test score, along with covariates such as gender, highest level of education, major, employment Status, cohort session, and solution word count. Standard errors are in parentheses.
### Table 5. Human Crowd vs Human-AI Nested Mixed Effects Models of Top Evaluator Ratings

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top Novelty</td>
<td>Top Strategic Viability</td>
<td>Top Env’t Value</td>
<td>Top Financial Value</td>
<td>Top Quality</td>
</tr>
<tr>
<td>HAI Solution</td>
<td>-0.079***</td>
<td>0.004</td>
<td>0.017</td>
<td>0.005</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.010)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.176**</td>
<td>0.019</td>
<td>0.085</td>
<td>0.005</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.061)</td>
<td>(0.098)</td>
<td>(0.056)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>N</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
</tr>
<tr>
<td># blocks</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td># evaluators</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Screening criteria</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Other controls</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-1357.0</td>
<td>-1059.1</td>
<td>-1814.5</td>
<td>-614.9</td>
<td>-966.0</td>
</tr>
<tr>
<td></td>
<td>df = 15</td>
<td>df = 15</td>
<td>df = 15</td>
<td>df = 15</td>
<td>df = 15</td>
</tr>
</tbody>
</table>

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Notes. This table presents mixed-model (hierarchical linear modeling) results from evaluator ratings of top solution novelty, strategic viability, environmental value, financial value, and quality with 300 evaluators nested in eighteen solution blocks. All models include the screening criteria of work Experience, level of interest, and knowledge test score, along with covariates such as gender, highest level of education, major, employment Status, cohort session, and solution word count. Standard errors are in parentheses.

### Table 6. Human Crowd vs Human-AI Multiple and Single Instance Nested Mixed Effects Models of Top Evaluator Ratings

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top Novelty</td>
<td>Top Strategic Viability</td>
<td>Top Env’t Value</td>
<td>Top Financial Value</td>
<td>Top Quality</td>
</tr>
<tr>
<td>HAI Multiple Instance</td>
<td>-0.091***</td>
<td>-0.009</td>
<td>0.014</td>
<td>0.013</td>
<td>-0.017</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.031)</td>
<td>(0.015)</td>
<td>(0.011)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>HAI Single Instance</td>
<td>-0.065***</td>
<td>0.019</td>
<td>0.021</td>
<td>-0.004</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.015)</td>
<td>(0.011)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.179**</td>
<td>0.022</td>
<td>0.086</td>
<td>0.003</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.061)</td>
<td>(0.098)</td>
<td>(0.056)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>N</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
<td>3900</td>
</tr>
<tr>
<td># blocks</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td># evaluators</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Screening criteria</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Other controls</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-1358.1</td>
<td>-1059.4</td>
<td>-1817.8</td>
<td>-617.1</td>
<td>-968.2</td>
</tr>
<tr>
<td></td>
<td>df = 16</td>
<td>df = 16</td>
<td>df = 16</td>
<td>df = 16</td>
<td>df = 16</td>
</tr>
</tbody>
</table>

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Notes. This table presents mixed-model (hierarchical linear modeling) results from evaluator ratings of top solution novelty, strategic viability, environmental value, financial value, and quality with 300 evaluators nested in eighteen solution blocks. All models include the screening criteria of work Experience, level of interest, and knowledge test score, along with covariates such as gender, highest level of education, major, employment Status, cohort session, and solution word count. Standard errors are in parentheses.
Figure 1. Conceptualization of Two Alternative Forms of Human-AI Solution Search

Independent Search
The human user provides the initial prompt, and the LLM generates multiple independent solutions.

Differentiated Search
The human user provides the first prompt and inserts a differentiation prompt to diversify the subsequent solution after each individual solution the LLM generates.

Figure 2. Flow of Evaluator Recruitment and Procedures

Recruited evaluators (18+, U.S. only) on Prolific
Each potential evaluator completed an initial screen for their interest, work experience, and knowledge in the circular economy. Evaluators with moderate or high interest and either 2+ years of work experience or 60% or more on the knowledge skills test passed the screen. Out of 1000 individuals screened, 300 passed.

Recruited evaluators rated each assigned solution on five criteria: novelty, strategic viability, environmental value, financial value, and overall quality.