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Abstract 

 

Many studies highlight the challenges facing incumbent firms in responding effectively 
to major technological transitions.  While some authors argue that these challenges can be 
overcome by firms possessing what have been called “dynamic capabilities,” little work 
has described in detail the critical resources that these capabilities leverage, or the 
processes through which these resources accumulate and evolve.  This paper explores 
these issues through an in-depth exploratory case study of one firm that has demonstrated 
consistently strong performance in an industry that is highly dynamic and uncertain. 
 
The focus for our study is Microsoft, the leading firm in the software industry.  We 
motivate our focus on Microsoft by providing evidence that the firm’s product 
performance has been consistently strong over a period of time in which there have been 
several major technological transitions – one indicator that a firm possesses dynamic 
capabilities.  We support our argument by showing that Microsoft’s performance 
developing new products in response to one of these transitions – the rise of the Internet – 
was superior to a sample of both incumbents and new entrants. 
 
We present qualitative data that describes the roots of Microsoft’s dynamic capabilities, 
highlighting the way that the firm develops, stores and evolves its intellectual property to 
address new market challenges.  Specifically, Microsoft codifies knowledge in the form 
of software “components,” which can be leveraged across multiple product lines over 
time, and accessed by firms developing complementary products.  We argue that the 
process of componentization, the component “libraries” that result, the architectural 
frameworks that define how these components interact, and the process through which 
these components are evolved to address environmental changes represent critical 
resources enabling the firm to respond to major technological transitions.  We illustrate 
our arguments by describing Microsoft’s response to two recent transitions. 



 3

I.  Introduction 

What explains the success of incumbent firms in one of the world’s most 

turbulent industries?  Despite a strong tradition of research in the field of technological 

evolution across a variety of environments, (Clark and Fujimoto, 1991; Henderson and 

Cockburn, 1994; Iansiti and West, 1997; Christensen, 1997; Pisano, 1996) little research 

has analyzed the management of technological transitions in the software industry (Iansiti 

and MacCormack, 1997; Cusumano and Selby, 1995).  Yet this industry provides fertile 

ground for such a study; since the late 1970’s, it has been characterized by a number of 

significant changes, including architectural innovations, disruptive technologies and 

competence destroying developments (Tushman and Anderson, 1986; Henderson and 

Clark, 1990; Baldwin and Clark, 1999).  Concurrent with these changes, record amounts 

of venture capital have been poured into new ventures, with the explicit aim of tipping 

the balance of power away from industry incumbents (Gompers and Lerner, 1999; 2001). 

In such an environment, one might have predicted that industry leadership would 

be a fleeting, transient experience for firms.  Yet across several segments of the software 

industry, leadership has remained remarkably stable, as incumbents have adapted to a 

variety of deep-rooted changes in technology, market and business models.  How have 

these leaders, companies such as Microsoft, IBM and Oracle, been able to hold on to their 

positions in the industry?  With regard to the former at least, much of the popular press 

has focused on market power and Microsoft’s dominant position in PC operating 

systems.  Recently however, academics have begun to offer alternatives to such economic 

explanations (see, for example, Christensen 2001).  In this paper, we contribute to the set 

of alternative explanations, focusing on the role played by “dynamic capabilities” and in 
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particular, the critical resources that these capabilities build and leverage (Teece, Pisano 

and Shuen, 1997; Eisenhardt and Martin, 2000). 

Our study focuses on Microsoft Corporation, arguably the most successful 

software firm to have ever existed.  We show that Microsoft has exhibited consistently 

strong product performance relative to competitors over the last 15 years, despite 

significant technological and market changes during this period.  We argue that this 

consistency in performance, given the rapidly changing environment, is one indicator that 

the firm possesses dynamic capability (Iansiti and Clark, 1994).  We support this 

argument with quantitative data on Microsoft’s response to one recent technological 

transition – the rise of the World Wide Web.  Specifically, we show that Microsoft’s first 

efforts to develop a new product in this segment – the Internet Explorer browser – were 

more productive than a sample of comparable projects completed by other firms, many of 

which were newly founded to exploit this major technological shift.  These data serve to 

motivate the main focus of our paper:  An inductive study of the critical resources within 

Microsoft that provide the source of its dynamic capability, using qualitative data 

collected via an extensive interview program conducted at the firm. 

We find that Microsoft’s success in maintaining a position of industry leadership 

can be traced, in part, to the manner in which it manages its intellectual property (“IP”) 

foundations.  This approach is based upon a combination of tools, architectural 

frameworks and components whose roots are over 20 years old.  At its heart lies 

Microsoft’s process of software componentization and the resulting set of code libraries, 

which in combination, make up a critical and evolving set of firm-specific resources 

(Penrose, 1959; Wernerfelt, 1984; Eisenhardt and Martin, 2000).  We describe how 
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Microsoft has developed, deployed and evolved these resources over time, illustrating our 

arguments with insights gained from field-based interviews. 

Microsoft’s “component model” helps it sustain industry leadership in two ways.  

The direct impact is in the area of product development, where the use of software 

components enables the organization to leverage resources across multiple product lines, 

and over time.  When new technologies emerge, Microsoft has a framework in place that 

allows them to capture the benefits of these technologies in a way that is compatible with 

its existing component base.  But this software component model also has impact outside 

Microsoft’s organizational boundaries, by virtue of its distribution as part of the firm’s 

development environment and programming tools.  The component model is central to 

the company’s interaction with a vast community of customers and third-party 

development partners (Iansiti and Levien, 2002).  Microsoft adds value to this community 

by providing access to valuable intellectual property, along with productivity-enhancing 

tools.  In return, the community enhances Microsoft’s own position by developing 

complementary products that extend the impact of Microsoft’s own product lines. 

Our observations extend the literature examining the effective management of 

technological transitions (e.g., Tushman and O’Reilly, 1997; Brown and Eisenhardt 1997; 

Gawer and Cusumano 2002).  In particular, we highlight some of the critical resources 

and capabilities required to create, leverage and evolve a company’s intellectual property 

base in an uncertain environment.  Importantly, our approach to analyzing intellectual 

property goes beyond patent analysis (e.g.,  Griliches, 1990; Jaffe and Trajtenberg, 2000) 

to directly examine the evolution of Microsoft’s software code libraries and the 
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intellectual property that these capture.  These observations have implications for 

managers in a variety of IP-oriented industries. 

The paper is divided into five main sections.  In section II, we provide the 

conceptual motivation for our work.  In section III, we describe the context for the study 

and motivate our focus on Microsoft using historical data on the firm’s performance at 

both the product and project level.  We describe our research methods in section IV, 

which were based on an extensive interview program conducted at the company.  In 

section V, we report the findings from our work, following this with a discussion of how 

these findings contribute to the literature in section VI. 

 

II. Conceptual Foundations 

 Organizations often respond inappropriately to technological challenges.  While a 

variety of academics have analyzed these difficulties, the reasons reported for firms’ 

failures tend to vary.  Tushman and Anderson (1986) for example, describe how firms in 

a variety of industries stumbled when faced with technological transitions that rendered 

their existing competencies obsolete.  Henderson and Clark (1990) by contrast, find that 

even when firms possess the required competencies to overcome a transition, they may 

not recognize the ways in which these need to be recombined in a new product 

architecture.  Finally, Christensen and Bower (1997) show that firms often fail to invest 

in new technologies that eventually come to dominate a market, because their resource 

allocation processes are overly focused on the needs of current customers. 
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While the studies described above shed light on different aspects of the 

organizational challenges facing firms, they share a common theme: Established firms are 

prone to failure when faced with major technological transitions.  Yet these dynamics are 

by no means inevitable.  Several studies provide evidence that incumbents can prosper 

from periods of industry upheaval, given they have valuable resources and/or 

complementary assets that entrants do not possess (Tripsas, 1997; Westerman, Iansiti and 

McFarlan, 2002). And even in the research contexts mentioned previously, there are 

examples of incumbent success.  For example, in Tushman and Anderson’s study, four of 

eleven “competence destroying” innovations were introduced by existing firms.  What 

then differentiates those firms that succeed in overcoming major technological transitions 

from those that don’t? 

One possible answer lies in a line of research that emphasizes the ability of firms 

to cope with uncertainty and change.  This work asserts that the challenges raised by 

discontinuous technological change can be overcome by firms possessing what have been 

called “dynamic capabilities” (Levinthal and March, 1981; Nelson and Winter, 1982; 

Iansiti and Clark, 1994; Teece, Pisano and Shuen, 1997; Eisenhardt and Martin, 2000).  

This emphasis on capabilities has strong foundations.  In recent years, a variety of 

empirical studies have documented large and persistent variations in operational 

performance between firms (e.g., Garvin, 1987; Clark and Fujimoto, 1991; Henderson 

and Cockburn, 1992; Iansiti, 1997; Cusumano and Selby, 1995).  Furthermore, recent 

work has emphasized the dynamic nature of the capabilities that are required when firms 

must compete in uncertain and rapidly changing environments (e.g., Nelson and Winter, 

1982; Wernerfelt, 1984; Hayes, Wheelwright, and Clark, 1988; Hamel and Prahalad, 
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1994; Leonard-Barton, 1992; Brown and Eisenhardt, 1997; Eisenhardt and Martin, 2000).  

In such environments, firms do not have the luxury of competing through the 

development of traditional “static” competences.  Rather they need to develop the ability 

to sense changes in their environments, and thereafter mount an effective response to 

these changes.  In this respect, dynamic capabilities can be defined as a “firm’s ability to 

integrate, build and reconfigure internal and external competencies to address rapidly 

changing environments” (Teece, Pisano and Shuen, 1997). 

 Despite the appeal of a capability-based view, this line of research has come 

under fire.  Some authors criticize it for not capturing with enough detail and 

persuasiveness, exactly what dynamic capabilities consist of.  Others criticize it for not 

describing the processes through which these capabilities evolve or the manner in which 

they interact with a firm’s resource base (Eisenhardt and Martin, 2000).  In response to 

such concerns, researchers have begun to focus more on the operational foundations of a 

firm’s capability base and on the processes that underlie its evolution.  For example, 

Iansiti and Clark (1994) describe how dynamic capabilities can rely on the effective 

execution of product development and problem solving processes within firms.  

Eisenhardt and Martin (2000) assert that dynamic capabilities can be identified in a 

variety of business processes, including product development, strategic decision making, 

and resource allocation.  Importantly, these authors point to the importance of the critical 

resources that such capabilities build and leverage (Wernerfelt, 1984; Barney, 1991).  It is 

this evolving resource base that differentiates the firm, enabling it to respond effectively 

to major technological change.  As Eisenhardt and Martin (2000) argue, “long-term 
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advantage lies in the resource configurations that managers build using dynamic 

capabilities, not in the capabilities themselves.” 

The aim of this paper is to build a more detailed understanding of the dynamic 

capabilities through which firms overcome major technological transitions and thereby 

sustain positions of industry leadership.  Specifically, we aim to characterize the critical 

resources that dynamic capabilities build and leverage as well as the processes through 

which these resources accumulate and evolve.  In the next section, we describe the 

context for this work and motivate our focus on a single firm. 

 

III. Research Context 

Given the objective of our study, we needed to identify a dynamic and uncertain 

industry that had experienced a number of major technological transitions that would be 

expected to challenge industry incumbents.  We then needed to identify a firm that had 

performed at a high level over the period in which these transitions occurred, assessing 

the weight of evidence as to whether this performance was attributable, at least in part, to 

its possessing dynamic capabilities.  With respect to the first of these tasks, we focused 

our attention on evaluating various sectors of the computer industry, given the deep 

contextual knowledge we had acquired during several prior studies conducted in this 

industry (e.g., see Iansiti, 1997; MacCormack 2001).  The final choice of sector was 

determined by assessing which had experienced the greatest number of recent 

technological transitions, given this would allow us to gather qualitative data from 

interview participants on events they were more likely to recollect accurately.  This led us 

to focus on the software industry. 
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The software industry is an environment characterized by frequent major 

technological transitions.  Table 1 lists a number of transitions affecting the software 

industry over the period from 1980 onwards.1  Each has brought a significant 

technological and/or market dislocation, affecting the capabilities, market relationships 

and business models of existing firms.  For example, the transition to graphical 

computing greatly expanded the community of potential computer users, promoting a 

variety of new software applications focused on less savvy consumers as opposed to 

sophisticated business users.  This had a consequent impact on the capabilities required to 

develop products for these users.  Alternatively, consider the rise of the World Wide 

Web, which brought the need to incorporate new communication protocols, standards and 

languages (e.g., TCP/IP, HTTP, HTML) into existing products, while generating whole 

new categories of applications (e.g., Web browsers and Web servers). 

Given the frequency with which major technological transitions occur in the 

software industry, one might imagine that a position of sustained industry leadership 

would be difficult to achieve. Some firms however, have succeeded in overcoming these 

transitions, and indeed, appear to have prospered from the associated turbulence.  In this 

respect, Microsoft’s performance over this time period is both remarkable and unique.  

Founded in 1975, Microsoft grew to become the world’s most valuable software firm by 

1987.  At that time, it accounted for 14.8% of the total market capitalization of all firms 

listed under the software Standard Industry Classification (SIC) code.  By February 2002, 

                                                 

1 We established this list from interviews with 8 experts from a variety of leading firms in the software 
industry.  We report here a selection of the most important transitions mentioned by these experts. 
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that figure had grown to 52.6%2.  Additional evidence of Microsoft’s sustained high 

performance comes from the fact that since it went public in 1986, it has reported 

increased revenues in every year and increased profits in every year but two (figure 1). 

Consistently high performance over a period of time in which several major 

technological transitions occur is one indicator that a firm might possess dynamic 

capabilities (Iansiti and Clark (1994).  However, there are competing explanations for 

Microsoft’s strong financial performance, many of which center on the firm’s market 

power and dominant position in PC operating systems3 (although these arguments do not 

explain how Microsoft attained such power in the first place).  We therefore explored 

some operational measures of Microsoft’s performance at the level of individual 

products, these being less affected by the impact of industry market structure.  We argue 

that consistent excellence across a firm’s product line, over a period of time in which 

several major technological transitions occur, is a likely indicator of dynamic capability. 

We first report figures from a database of independent product reviews appearing 

in the industry trade press over the period from 1986 to 2001 (Appendix A describes how 

this database was assembled).  These reviews evaluate the performance of products in a 

specific market segment (e.g., word processors) and award a “win” to the product (or 

products) found to be “best-in-class.”  Table 2 shows the performance of each Microsoft 

product in the database in terms of product wins.  The percentage of wins is typically 

high, exceeding 70% for 6 of the 10 products analyzed.  Only three of the products have 

won less than 50% of the reviews for their respective market segments over the period 

                                                 

2 The 2002 figure was exceeded only once, in 1998, when Microsoft accounted for 54.3% of the total 
market capitalization of firms in the software SIC code. 
3 Industry analysts typically quote Microsoft as having over 90% market share of PC operating systems. 
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examined4.  Figure 2 shows the aggregate performance of Microsoft’s products by year.  

The average annual win rate is around 67%, indicating that Microsoft products won two-

thirds of the independent product reviews over the period examined.  Only once in 16 

years does the figure drop below 50%.  Given the number and diversity of competitors 

faced in each different product category, we can conclude that Microsoft’s product 

performance has been consistently high, both across multiple products and over time5. 

While the performance of Microsoft’s products is striking, questions still remain 

with respect to whether dynamic capabilities provide the most likely explanation.  Most 

importantly, it is possible that Microsoft’s scale advantages and deep pockets explain the 

results, given product reviews take no account of the resources involved in creating a 

product.  To put it bluntly, Microsoft may throw more people at projects than competitors 

do.  Further concerns surround the question of Microsoft’s performance specifically at 

the time of technological transitions.  The strong performance observed across its existing 

product lines over time might serve to obscure the poor performance of a few more 

critical projects aimed at overcoming each technological transition. 

In response to these concerns, we report data on Microsoft’s performance 

developing a new product in responding to one recent technological transition – the rise 

of the World Wide Web.  This transition began with the adoption of a set of open 

communication standards (e.g., TCP/IP, HTTP and HTML) which provided a foundation 

                                                 

4 The number of reviews is not constant over time.  For example, more reviews were available for earlier 
versions of Internet Explorer that were inferior to competing browsers than for later versions that 
outperformed competitors in all reviews after 1997.  This, in part, explains Explorer’s low overall win rate. 
5 Further evidence comes from comparing each Microsoft product against the strongest competitor in each 
segment.  In 7 out of 10 segments, the difference in win rate between Microsoft’s product and the nearest 
competitor is statistically significant (p<0.1).  Note that we use the strongest competitor at any point in time 
over the sample period.  Some competitive products (e.g., OS/2) were not offered for the entire period. 
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for creating “sites” on the Internet6 that could be accessed using a new graphical interface 

application – the  “browser.”  Our analysis involved comparing Microsoft’s performance 

in developing the first versions of its browser – Internet Explorer – to a sample of Internet 

software projects completed within other firms at the same time.  Many of these other 

firms were new entrants formed specifically to take advantage of the rise of the World 

Wide Web.  We use data from a prior study of development practices in the Internet 

Software industry (Appendix B describes how the data for this study was collected; see 

MacCormack et al, 2001 for details).  We focus on the projects that developed versions 

3.0 and 4.0 of Explorer, given previous versions of the product were based on code 

licensed from another firm and involved little effort by Microsoft staff.7 

Figure 3 shows the productivity of Microsoft’s first two projects (in terms of lines 

of new code developed per person-day) against the sample of comparable projects.  We 

might have expected Microsoft’s first efforts developing a browser to be less productive 

than others, given the challenges that face incumbents in transitioning to new 

technologies.  Similarly, if Microsoft had used its deep pockets to throw resources at this 

new product, its productivity would be significantly lower than the sample.  By contrast, 

we find that Microsoft achieved higher productivity than the top quartile of the sample.  

Furthermore, the data also suggests that this higher productivity did not come at the 

                                                 

6 The Internet was a pre-existing network connecting academics, scientists and government organizations. 
7 This allowed Microsoft to quickly provide a product in a space where it had no offering.  The Internet 
Explorer 3.0 project was the first major internal project to develop a Web browser at Microsoft.  
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expense of product quality.  Both projects resulted in products that were rated as equal to 

or higher in quality than comparable products.8 

When one considers that we are focusing on a single company, in an industry 

characterized by a distributed talent pool and significant investments in R&D by a wide 

variety of organizations, Microsoft’s consistently strong performance is surprising.  

Furthermore, the data we present suggests that this superior performance is not explained 

solely by the impact of Microsoft’s market power.  Microsoft’s products typically 

performed better than the competition, and did so consistently across different product 

categories at different points in time.  Furthermore, its efforts to develop new products in 

response to one recent technological transition were more productive than many 

comparable projects conducted in other firms.  Given the uncertain nature of the industry 

and the presence of several major technological transitions over the period examined, the 

evidence suggests Microsoft possesses what have been called dynamic capabilities.  Our 

work sought to explore the underlying nature of these capabilities in greater detail. 

 

IV. Research Methodology 

The objective for our study was to gain a more detailed understanding of the 

dynamic capabilities through which firms overcome major technological transitions.  

Specifically, we aimed to both characterize the critical resources that these capabilities 

build and leverage, as well as the processes through which these resources accumulate 

and evolve.  To achieve these goals, we adopted an inductive research methodology, 

                                                 

8 A panel of experts evaluated the quality of products in the sample on a 1-7 scale, with a score of 4 being 
comparable to competitive products.  Explorer 3.0 scored 4.0 and Explorer 4.0 scored 5.3. 
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based upon an exploratory case study at a single firm, using qualitative data collected 

through an extensive interview program.  This approach was appropriate given the 

descriptive, theory-building nature of our study. 

Our work was carried out in a number of unstructured interviews conducted over 

several visits, which engaged senior engineers, architects, and managers with deep 

experience of how Microsoft has evolved as an organization over the past 15 years.  Our 

aim in each interview was to probe the reasons for Microsoft’s long-term success, and in 

particular, its ability to successfully manage major technological transitions such as those 

listed in table 1.  While respondents often pointed to a variety of factors as playing a role 

in Microsoft’s success, we focused on explanations linked to the firm’s resource base, 

and the processes through which these resources were created and augmented.  For 

example, we did not consider Microsoft’s new product development process a source of 

dynamic capability per se, given it has been admired and studied for over a decade (see 

Iansiti, 1991; Cusumano and Selby, 1995; MacCormack and Herman, 2000).  Instead, we 

sought to explore the critical resources created within this process, and to understand the 

value of these resources with respect to managing future technological transitions. 

Given the path dependent process through which dynamic capabilities develop, 

we first conducted interviews in the company’s developer tools and platforms group, one 

of the oldest groups in the company.  This group is often the first to perceive threats from 

potential technological transitions, given its role in understanding the community of 

outside developers that leverage Microsoft technologies and assessing the next-

generation solutions that these developers require.  We then interviewed experienced 

individuals in key positions of responsibility from other important groups, such as the 
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Windows and Productivity Applications groups.  Finally, we sought examples of how 

Microsoft managed two recent technological transitions; the first being the development 

of the Internet Explorer browser in response to the rise of the World Wide Web; the 

second being the integration of XML into Microsoft’s products in response to the rise of 

distributed architectures that rely upon machine to machine interactions over a network. 

As our interview program progressed, we synthesized the insights gained into a 

concise historical account of Microsoft’s development, focusing on the resources that 

appeared to be central in explaining Microsoft’s success.  We crosschecked the 

qualitative data provided by interviewees against each other, to ensure the insights gained 

were representative of the broader organization’s view.  We circulated early drafts of our 

evolving analysis among respondents to gain feedback on whether the account that was 

emerging made sense to interviewees.  Where necessary, we also confirmed facts and 

figures provided by interviewees using separate (and where possible, public) data 

sources.  In total, our work involved interviews with over 24 different respondents during 

a 12-month period, with each interview lasting, on average, for 1.5 hours.  These efforts 

built on prior fieldwork at Microsoft performed by the authors at numerous times over the 

past 12 years (e.g., Iansiti, 1991; Iansiti, 1997; MacCormack and Herman, 2000; 2002). 

 

IV. Research Findings 

Developer tools and platforms are the heart and soul of Microsoft.  The roots of 

this influence reach back to the first days of the company.  In 1975, Bill Gates and Paul 

Allen, inspired by an article on the microcomputer in Popular Electronics, decided to 

write a version of the high-level programming language BASIC for use on the MITS 
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Altair computer.9  In developing their BASIC compiler10 they adopted a vision of 

computing ubiquity, “a computer on every desktop.” At the heart of this vision was the 

idea that developer tools, such as BASIC, would be critical for the broad diffusion of 

micro computing.  Microsoft BASIC was widely licensed, hence was available on every 

major microcomputer of the time (including the TRS 80, Commodore 64, Apple II, MITS 

Altair, and others).  Other programming tools quickly followed:  Microsoft added a 

COBOL compiler in 1976, a Fortran compiler in 1977, a Pascal compiler in 1980 and a 

16-bit C compiler in 1983.  The impact on the community of application programmers 

was fundamental.  Microcomputers now had tools that allowed programmers to build 

applications more easily, hence spurring increased growth and adoption. 

It was during these early years that the PC architecture as we know it today was 

born with the adoption of the ISA (Industry Standard Architecture), the design of the PC 

Bus and the development of the Disc Operating System (DOS).  This was a fundamental 

transition that, for the first time, truly decoupled hardware from software.  DOS, 

developed by Microsoft in response to a request from IBM, became a software “hub” that 

connected to hardware through a set of “Drivers” and to applications through a set of 

“Application Programming Interfaces” (APIs).  This concept was to change the 

computing climate, enabling a wide range of different types of hardware and software 

applications to work together.  It spawned the birth of the PC “ecosystem,” comprising 

component and system vendors, application developers and consultants. 

                                                 

9 “Microsoft Timeline,” available at http://www.microsoft.com/mscorp/museum/musTimeline.asp.  
10 A compiler converts high level programming instructions into a format that the computer can understand.   
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It was at this time that Microsoft first began to invest in creating libraries of 

programming “components” – building blocks of intellectual property that could be used 

in the creation of different software applications.  The impetus for creating these 

components was initially related to the need to provide developers with pre-defined 

interfaces through which they could access commonly used functions and features.  Why 

re-invent the wheel if someone had worked out what it should look like?  Microsoft’s 

tools therefore began to evolve to include not only a programming environment for 

developers, but also an increasing amount of pre-defined functionality that encapsulated 

best-in-class implementations and algorithms.  In essence, Microsoft was codifying 

knowledge and embedding it in a form that could be leveraged, both by itself and others. 

The benefits of software componentization also became apparent in the operating 

system business, which faced the problem of having many different third-party 

applications work seamlessly with DOS.  To solve this problem, Microsoft began to 

“expose” a number of software components in the product to third-party developers, 

resulting in a set of API’s for accessing the functionality that DOS provided.  

“Architecting” the product into components allowed Microsoft to expose only the parts of 

the software necessary for outside developers to access functionality required by their 

applications.  The firm could therefore differentiate between “boundary” components and 

“internal” components.  This provided a mechanism through which the core intellectual 

property that the firm had developed could be protected, while leveraging connections to 

this core in the form of interfaces that could be accessed by outside developers. 

The process of software componentization began to become much more 

widespread and formalized at Microsoft during the late 1980s.  At the core of these 
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efforts was the COM (“component object model”) architecture or programming model.  

In essence, COM defined the way that new applications should interact with or “call” 

pre-existing software components as well as how the components themselves should 

interact.  Significantly, the COM programming model defined an interface through which 

components could query each other to dynamically discover the other interfaces and 

components that were available at any point in time.  This resulted in a highly flexible 

architecture, providing the foundation for integrating an unforeseen variety of 

programming components that would follow thereafter. 

The further evolution of Microsoft’s component model occurred in the early 

1990s, driven to a large extent by work in the applications division, where the increasing 

penetration of different productivity applications (e.g., Word, Excel, etc.) began creating 

a need for greater consistency between them.  Among these efforts, the Applications 

Architecture group developed a new framework called “Object Linking and Embedding” 

(OLE) to better integrate data and programming components across different 

applications.  While OLE was originally developed to help Microsoft’s own applications 

work together more effectively, the framework and its associated software components 

were soon released to the external development community and embedded in Microsoft’s 

developer tools.  With COM providing the overall architecture for development efforts, 

and OLE defining a set of high-level interfaces between application components, 

Microsoft’s architectural frameworks and associated intellectual property were becoming 

a powerful combination.  Consequently, they began to penetrate the development 

approaches and associated code libraries of many independent software vendors (ISVs) at 

an increasingly rapid rate. 
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To maximize impact across the industry, Microsoft continued to embed its 

architectural frameworks and associated software components in its development tools.  

For example, in 1991 Microsoft introduced Visual Basic 1.0, its first development tool to 

feature an easy to use, graphical environment. Despite the radical appearance of the 

product, Visual Basic leveraged many of Microsoft’s existing software components, 

layering these connections below a new user-interface.  It also introduced many new 

components to the community of ISVs that used Microsoft’s platform.  For example, one 

set of components, known as “custom controls,” included a variety of new building 

blocks, such as support for multimedia files and handwriting recognition.11  A 

programmer had to know very little about the topic to use the custom controls – she 

would simply leverage the code provided in the Microsoft component, the complexity of 

the content being hidden by the interface provided to her. 

As the 1990s progressed, Microsoft’s architectural foundations began to evolve to 

reflect the changing technological context.  For example, as networks became 

increasingly more important in the early 1990s, changes were made to the COM 

programming framework to facilitate networked relationships between clients and servers 

in an innovation that became known as the “Distributed Component Object Model” 

(DCOM).   Similarly, during the mid 1990s, OLE was extended to cope with distributed 

computing environments, becoming widely deployed as a technology known as ActiveX.  

Simultaneously with these changes, Microsoft made moves to ensure that these 

innovations were integrated into its tools product line.  Visual Basic, Visual C++ and 

                                                 

11 Support for multimedia and handwriting recognition were released with the Professional Toolkit for 
Visual Basic 1.0 in March 1992. S. J. Johnson, “Visual Basic Toolkit Ships,” InfoWorld, March 16, 2002. 
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other Microsoft development tools therefore became a vehicle for leveraging the firm’s 

architectural frameworks and associated software components.  As a consequence, these 

technologies were often adopted and deployed in a rapid fashion by the community of 

third party firms that developed on Microsoft’s platforms. 

By now, it was evident that Microsoft had been building a set of rather unique 

resources (even if it did not fully recognize this fact early in its development).  First of 

all, its process of software componentization allowed the firm to capture and embed 

intellectual property in a flexible and easily accessible form.  The component libraries 

resulting from this process represented, in essence, a vast repository of critical knowledge 

resources that could be leveraged across multiple product lines, and over time.  The 

architectural frameworks like COM and OLE defined how developers, both inside and 

outside the firm, could take advantage of these components, through the use of well-

defined interfaces.  And finally, when changes occurred in the external environment, 

efforts were made to evolve the firm’s component base and architectural frameworks to 

ensure these remained relevant, as illustrated by the changes to DCOM and ActiveX. 

The benefits that came from adopting this software “component model” were 

apparent on several dimensions.  First, with respect to the internal organization, 

Microsoft’s development efforts were more productive than they otherwise would have 

been, given developers could draw upon a wide variety of pre-existing software 

components that represented prior investments in intellectual property.  Second, with 

respect to the external community of third-party developers, Microsoft benefited from the 

deployment of additional products that were complementary to its own proprietary 

solutions.  In return, Microsoft provided this community with increased development 
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productivity through tools and platforms that leverage its programming models and 

associated components.  These dynamics made it increasingly difficult for Microsoft’s 

competitors over time.  Not only were they competing head-to-head with Microsoft’s 

products – they were also competing against the repository of knowledge resources 

accumulating in Microsoft’s component libraries. 

So how did this component model allow Microsoft to respond effectively when 

faced with major technological transitions?  Certainly, the firm had a well-established 

base of knowledge available to use, in a form that could quickly be brought to bear on 

emerging opportunities.  But it is during periods of technological change when a firm’s 

existing knowledge base is most likely to be found inadequate.  In this respect, two 

processes appeared to be critical.  The first was the process of componentization itself, 

which provides a way for new intellectual property to be codified and integrated into 

Microsoft’s knowledge base in a way that ensures compatibility with existing 

components.  The second was the process by which Microsoft evolved its component 

model to reflect changes in the broader technological context.  Below, we illustrate these 

processes in action, by discussing Microsoft’s response to two recent transitions. 

 

Transition 1: Leveraging the Component Model to Develop Internet Explorer 

Microsoft appeared to be somewhat slow to recognize the potential of the 

Internet.  The early leaders in this space were small but rapidly growing start-ups, such as 

Netscape and Yahoo!, which were funded specifically to exploit this new space, and 

attracted a wealth of talented developers as a result.  As a consequence of these 

dynamics, by mid-1995, many analysts thought that Microsoft was yet another incumbent 
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about to stumble when faced with a major technological transition in its core business.  

Views such as those espoused in The Economist were commonplace: “The Internet 

changes everything.  It will turn Microsoft’s operating system advantages into so much 

surplus baggage, slowing it as nimble newcomers sprint ahead.”12 On December 7th 1995 

however, Bill Gates announced to the industry, “The sleeping giant has awakened,” and 

proceeded to outline the details of a sweeping campaign to integrate the web into 

Microsoft’s strategy and products.13  As part of this campaign, a new Internet Platform 

and Tools division was created with responsibility for developing the new products 

required to respond effectively to this transition.  Central to its efforts was the 

development of an Internet browser that could compete with that of Netscape, which was 

considered to be a generation ahead in browser technology. 

Microsoft’s early efforts at providing a browser had been based on code licensed 

from a firm called Spyglass.  When the firm began developing its next generation 

browser in November 1995, it faced a critical decision: Should it simply build on top of 

the code it had licensed from Spyglass, or should the project team re-architect the product 

from scratch to leverage the firm’s existing component model?  The decision was not an 

easy one.  Starting from scratch would slow the project down considerably, at a time 

when most observers suggested speed was of the essence (see Figure 4 for the project 

timeline).  Furthermore, it might involve trade-offs in performance, given competitors 

would likely optimize the design for only this one specific application.  Using a 

component-based approach, however, would have the advantage of ensuring that the 

                                                 

12 The Economist, May 25th 1996.  
13 This speech is often referred to as the Pearl Harbor speech.  See MacCormack and Herman, 2002. 
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application was compatible with the way Microsoft’s other products were built.  And 

perhaps more importantly, it would provide an opportunity to turn Internet Explorer into 

an integral part of Microsoft’s platform strategy.  That is, the resulting components would 

be valuable not only as part of Explorer, but also in providing a foundation for integrating 

Internet technologies into other products, both those developed by Microsoft and those 

built by its development partners.  Ultimately, proponents of a component-based 

approach won the day.  As one of the project architects recalled: 

Componentizing Explorer 3.0 was very challenging and added a lot of time to the 
project.  Part of the reasoning [for doing this] was internal – we looked at the code 
base for Explorer and it was really fragile.  Adding a lot of features on top of this 
would have been really hard.  So we made the decision to stop and componentize. 
… But part of the reasoning was also external:  a lot of people wanted [to leverage 
the technology], and we felt it had the potential to be a new user interface 
service…So we made a specific investment to look at the browser as part of a 
framework enabling others to build programs….14 

 

One of the first implications of adopting a component-based approach was that 

major efforts had to be put into developing a robust architectural framework that defined 

how the various components of the product should fit together.  In this respect, it was 

particularly important to identify how the new technologies that had emerged during this 

technological transition (i.e., new communication protocols such as HTML and HTTP) 

would interact with Microsoft’s pre-existing components and frameworks, such as COM 

and OLE.  These architectural decisions were all the more critical given subsequent work 

to develop the components themselves was performed by more than one development 

group.  While the main Explorer team handled the majority of the work, some 

components that dealt with what were regarded as “core” functions (e.g., security) were 

                                                 

14  Interview with Andrew Layman, March 4th, 2002. 
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developed by separate groups that were not tied to this specific product.15  This structure 

allowed Microsoft to leverage domain experts to develop certain core functions, ensuring 

that the resulting software components were designed to reflect Microsoft’s overall 

platform strategy, rather than being optimized for only a single product. 

The results of these moves paid off in several ways.  First of all, while Internet 

Explorer became a compelling end-user application, the project also provided the firm 

with a source of valuable intellectual property that could be leveraged across other 

Microsoft products that were increasingly affected by the emerging technological 

transition.  Perhaps more significantly however, with a complementary set of 

development tools, APIs, and a library of reusable components, Explorer became an 

integral part of a platform that could be leveraged by third-party firms.  These firms grew 

to include both important strategic partners like AOL and Dell, as well as firms who were 

better known as competitors to Microsoft in other product segments, such as Intuit.16 

By contrast, Microsoft’s main competitor Netscape initially viewed the browser 

as a stand-alone monolithic product, limiting the potential impact from its innovation.17  

While over time, it began to realize the power of adopting a component-based approach, 

by this time it was well behind Microsoft on several fronts:  First, in understanding how 

to re-architect the browser into a number of more modular components; second, in 

understanding the implications of a component-based approach for how the development 
                                                 

15 A program manager on Explorer 3.0 and 4.0 indicated that between 25-35% of the new code developed 
in these two projects was developed in groups outside the main development team. 
16 All these firms subsequently built customized browsers using components of Internet Explorer. 
17 Cusumano and Yoffie (1998) describe Netscape’s struggles with regard to this issue.  They note that “...a 
serious weakness in Netscape’s product set in 1997 and 1998 was that client [i.e., browser] feature teams 
shared a lot of code that developers had not sufficiently modularized.  The resulting spaghetti code made it 
nearly impossible to build and test components in independent teams, or release the components as discrete 
chunks of functionality.”  Cusumano and Yoffie (1998), p202. 
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organization should be structured; and third, in assembling a set of complementary 

components and architectural frameworks (e.g., such as COM) that would work 

seamlessly with the new components, once developed. 

 

Transition 2: Evolving the Component Model to make use of XML18 

One of the greatest problems in building information technology systems is the 

integration of data and programs that use different formats and languages and operate on 

a variety of different, distributed, computers.  The Extensible Markup Language (XML) 

promises to remedy many of these integration challenges, providing a standard way to 

represent information that will allow distributed computers to communicate with each 

other programmatically (i.e., without a user being required). 

Microsoft’s work on XML began in June 1996, when Adam Bosworth (an 

architect who had worked on both Windows and Internet Explorer) approached Jean 

Paoli looking for a new approach to the presentation of data.  At that time, Paoli and 

another Microsoft engineer were members of a World Wide Web Consortium (W3C) 

working group that was helping to write the first specification for XML (eventually 

published in draft form in November, 1996).19  It was during these discussions that 

Bosworth, Paoli and Andrew Layman, an architect who had worked on the 

componentization of Internet Explorer, came to a critical realization.  XML’s true 

potential was not in document management and data presentation – the original vision of 

                                                 

18 Details of how Microsoft moved to integrate the use of XML across its product lines can be found in 
MacCormack and Herman (2002). 
19 The first draft of the XML specification was co-authored by Tim Bray (from Textuality) and C. M. 
Sperberg (from the University of Illinois).  
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the W3C group – but lay in the field of machine-to-machine interaction.  Specifically, 

XML could provide the framework for connecting a diverse set of computing platforms.  

In doing so, it could link Microsoft’s existing programming model and components to an 

even greater set of systems, applications, and services.  Layman recalled: 

Our contribution was not in creating XML, but in seeing its potential at an early 
stage.  It was about connecting computers…  XML manages the facts necessary for 
different systems to talk to each other.  But it is designed to include only the 
minimum number of necessary facts.  So XML is the thinnest possible thing to 
standardize on that will ensure interoperability across a diverse, decentralized, set 
of computers.20 

 

At the same time as Bosworth, Paoli and Layman were coming to this realization, 

several individuals at Microsoft had began to sense that a major technological transition 

was underway in the broader computing environment.  Nowhere was this clearer than in 

the platform and tools group, where it was evident that Microsoft’s platform dominance 

was under threat.  Developers were beginning to choose a new platform – the Internet –

on which to write their applications.  This meant that code was increasingly being written 

to run on the server, and not on the client where Windows was positioned.  Vic Gundotra, 

who ran platform marketing at the time, explained: 

The applications that were exciting in 1995, 1996, 1997, were Amazon, eBay, 
Yahoo! – applications that had nothing to do with our platform.  They didn’t write 
those on Windows.  They wrote those on a new platform based on TCP/IP, HTTP, 
HTML… The operating system battle had been lost by then.  The operating system 
– while a piece of the puzzle – is not the overall platform.  You need a platform that 
manages the servers, the communication between the servers and the client, 
between client and clients – a new kind of platform that developers will target… 
We started brainstorming about what kind of platform would we need, and we 
came up with a few principles.  Those principles wrapped around interoperability 

                                                 

20 Interview with Microsoft employee Andrew Layman, March 4th, 2002 
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between all systems, they wrapped around open standards that were as simple as 
the Internet protocols .21 

 

Gundotra and one of his colleagues, Charles Fitzgerald began “evangelizing” the need 

for Microsoft to evolve their platform vision, lobbying senior executives at every 

opportunity.  One of these executives, Paul Maritz, the VP of platform strategy and the 

developers group, was particularly receptive to their message.  He provided valuable “air 

cover,” helping Gundotra and Fitzgerald network with other people inside the firm that 

were developing technologies and frameworks that could help in their efforts. 

One of these people was Yuval Neeman, the VP of Developer Tools.  Neeman too, 

had seen the trend of developers targeting the Internet for new applications.  He also 

realized that the Internet was as yet a very immature platform with poor development 

tools, and therein was an opportunity. But evolving Microsoft’s existing components and 

frameworks to support a world where distributed systems and applications were linked 

over the Internet posed many challenges.  First of all, the Internet worked in a different 

way to the way software was developed at companies like Microsoft.  Neeman explained: 

In the early 1990’s, people thought – in Microsoft and other places – the way you 
build things with code is you have ‘objects’ talking with other ‘objects’ in what we 
call ‘tightly-coupled applications’… if I change something on my side, you have to 
change something on yours…What the web gave you, in contrast, was a more 
loosely-coupled model…When you use a browser, the web sites you talk to change 
constantly, but you don’t have to change at all…this was a radical difference.  Our 
developer tools however, did not reflect this difference.22 

 

                                                 

21 Vic Gundotra, as quoted in Microsoft.NET, MacCormack and Herman, 2002.  
22 Yuval Neeman, as quoted in Microsoft.NET, MacCormack and Herman, 2002. 
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The other major hurdle in moving to a platform based on the Internet was that it was to 

all intents and purposes “dumb” – you could only interface with it through a user 

interaction, as opposed to doing it programmatically.  Neeman explained: 

One of the things we thought was very important…was to move away from just a 
dumb client talking to a server, and instead have a way for a client to talk to a 
server to make a method call, to invoke code in the server programmatically from 
the client.  And we decided that this has to be a loosely-coupled environment for 
this to work… We were struggling with how to encode it though… Our teams began 
talking with Adam [Bosworth] and caught on to his ideas about XML.23 

 

By 1988, Bosworth and several other experienced architects had made substantial 

progress in their experiments with XML.  They had defined how the technology should 

operate, and how Microsoft could take advantage of XML by extending its existing 

component model and architectural frameworks.  These efforts, on top of the work by 

Gundotra, Fitzgerald and Neeman all pointed in the same direction – towards extending 

the reach of Microsoft’s platform so that any machine or device, anywhere in the world, 

could connect together.  And XML would provide the mechanism for this to happen. 

Thereafter, XML quickly began to have an impact on multiple groups at Microsoft, 

significantly influencing the evolution of the firm’s component model.  For example, to 

solve the “dumb” Internet problem, Neeman and Bosworth focused resources on 

developing a way of using XML to express Remote Procedure Calls.  These calls would 

allow applications to invoke other applications over the Internet.  With such a feature, 

applications running on a user’s desktop would be able to call a myriad of different “web 

                                                 

23 Ibid… 
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services” over the Internet, and have these services run seamlessly as if they were an 

integral part of the application.24 

Other groups needed to work out how to re-architect Microsoft’s existing components 

and frameworks to operate in the newly emerging context.  This proved particularly 

challenging in the tools group, where in early 1997, a project had begun to develop a 

common, multi-language, integrated development environment.25  As the various 

development teams thought through how to incorporate the use of XML and the 

necessary “plumbing” to deliver web services however, it became clear just how 

extensive the changes would need to be.  Neeman explained: 

Visual Basic [one of the tools products] was a tightly-coupled environment, and 
building it out to accommodate the loosely-coupled environment of the web was a 
much more painful project than we’d anticipated… A key question began to 
emerge: Could we break compatibility?  This was a highly alarming prospect26. 

 

Breaking compatibility was regarded as a cardinal sin at Microsoft.  Doing so 

would mean that developers who had used older versions of Visual Basic to develop 

applications would not be able to recompile their source code and port it to the newer 

version.  Eventually however, Neeman had to make the decision to do it.  The changes 

required by the use of XML and the move to a loosely-coupled programming model were 

too extensive.  But critically, the logic behind this decision and the others like it were 

informed by a clear sense of direction. Specifically, how could Microsoft take maximum 

advantage of the technological transition that was underway? 

                                                 

24 For example, a language translation button in an email application might call a “Web service” over the 
Internet to provide the translation service without the user having any knowledge of this interaction. 
25 The idea was to integrate Microsoft’s various development tool products – for example, Visual Basic and 
Visual C++ – into a single suite, as had been done with Office and its component applications years earlier. 
26 Neeman as quoted in MacCormack and Herman, 2002. 
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By the fall of 1999, the efforts of Gundotra, Fitzgerald, Neeman, Bosworth and 

others had been integrated to create the vision for a comprehensive programming 

framework and component library that would allow developers to build and deploy 

XML-based web services – an effort that became known as “Microsoft.NET.”  While the 

initiative to this point had mainly involved Microsoft’s platform and tools group, its 

execution would depend upon changes being made to many of Microsoft’s other product 

lines. Existing programming components embedded in products like Office and Windows 

would have to be made available as services that could be called remotely using XML.  

This in turn required a variety of other technologies and standards be developed.27  While 

many challenges associated with delivering on the promise of XML lay ahead of the firm, 

the critical work had been done. Specifically, Microsoft had established a framework for 

how these new technologies should be integrated into its component model, and the 

changes that would have to be made to this model as a result. 

To conclude, our interviews suggest that the initiative to develop and deploy 

XML across Microsoft’s product-line did not result from a clear top-down strategic 

direction, but was the result of experienced middle managers identifying the need for 

change, developing a vision for how the emerging technological transition should impact 

the firm’s existing component model and “selling” this plan to senior management.  In 

this respect, the role of the platform and tools group was central, given this group leads 

the organization in terms of sensing changing patterns of use by developers.  

Furthermore, the ongoing work to navigate the transition was carried out by a number of 

the firm’s most experienced architects who had the skills to understand both how the new 

                                                 

27 E.g., the Simple Object Access Protocol (SOAP) and the Web Service Description Language (WSDL). 



 32

technologies implied by the use of XML could be integrated into Microsoft’s existing 

component model, and the changes that would have to be made to this model as a result. 

 

V. Discussion  

Our findings have significant implications for the debate on the management of 

technological evolution.  Many papers have underlined the difficulties faced by 

incumbent firms in responding to major technological and market changes (Tushman and 

Anderson, 1986; Henderson and Clark, 1990; Christensen and Bower, 1997).  This 

stream of work can sometimes leave the impression that such firms face insurmountable 

challenges in dynamic environments.  Other authors however, offer hope to incumbents 

by arguing that organizations can survive and indeed prosper from technological 

transitions providing they possess what have been called dynamic capabilities (Teece, 

Pisano, and Shuen, 1997; Iansiti and Clark, 1994; Tushman and O’Reilly, 1997; 

Eisenhardt and Martin, 2000). Our research lends support to this latter perspective. 

In particular, our work sheds light on the nature of the critical resources that 

dynamic capabilities leverage (Wernerfelt, 1984; Barney, 1991; Eisenhardt and Martin, 

2000).  We describe how Microsoft’s process of software componentization has allowed 

the firm to develop and codify its intellectual property, making it available for use across 

multiple products in its current line, as well as providing a foundation upon which future 

products can be built.  As an output of this process, the organization has built a critical 

base of resources in the form of a vast array of component “libraries.”  Our observations 
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suggest that this set of libraries may be one of the most critical resources in explaining 

the consistency in performance of Microsoft’s products and overall business over time. 

Microsoft’s component libraries can be stored at length, augmented and 

recombined at will, unlike tacit or experiential bases of knowledge, which are typically 

tied to individuals and whose interactions are difficult to manage (e.g., Leonard-Barton, 

1995; Von Hippel, 1990).  They therefore provide a more flexible and enduring source of 

advantage than other sources of knowledge.  Furthermore, we have observed that over 

time, older components have been combined with new components, ported to new 

hardware platforms, included in new products, applied to new business models, and 

leveraged by different parts of the organization.  They have therefore had a critical 

internal impact in terms of making Microsoft’s development efforts more productive than 

they otherwise would be in their absence.  But our work also highlights the external 

impact of Microsoft’s component model, which takes effect in two ways:  First, in 

allowing outside developers to leverage components provided as part of Microsoft’s 

development tools; and second, by allowing outside developers to access a number of the 

software components embedded in Microsoft’s products, through the use of clearly-

defined interfaces or APIs.  The result is a platform for development that reaches far 

beyond Microsoft’s organizational boundaries; Microsoft estimates the number of 

developers that belong to the Microsoft Development Network (“MSDN”) at more than 5 

million, and the number of companies that leverage its tools at over 10,000.  This is a 

major source of competitive advantage.  It is not enough for a competitor to offer a more 

attractive product.  To be a viable threat, they must offer a similarly comprehensive 
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component model, with tools and components that offer substantial advantages over 

Microsoft’s already widely deployed technologies. 

We should note that the argument we make regarding the power of Microsoft’s 

component model does not hinge on whether the algorithms embedded in these 

components, at any point in time, represent the “best” solutions to the functionality that 

each provides.  The critical resource that Microsoft possesses does not rely on superior 

components per se, but rather is founded upon having a broad set of components that 

operate seamlessly within a coherent overall architecture.  To clarify, it is entirely 

possible that a group of software experts, given enough time and money, would be able to 

come up with better individual components or architectural frameworks in terms of pure 

technical performance.  The problem is they would be many years behind Microsoft in 

terms of populating their particular component model with useful intellectual property.  

In this respect, our findings support the arguments of Teece, Pisano and Shuen (1997) 

who assert the importance of path dependence is magnified in the presence of increasing 

returns to adoption (e.g., network externalities).  Whether by chance or by foresight, 

Microsoft’s early decision to invest in a component model and distribute parts of the IP in 

this model to third-party firms has, many years later, resulted in a set of resources that 

provide a critical source of advantage when facing major technological transitions. 

We believe our work sheds new light on the critical role of architectural design 

choices in shaping the resources developed within a firm.  Specifically, Microsoft’s 

architectural frameworks (e.g., COM and OLE) appear to be as important a resource as 

the components themselves, given these frameworks specify the way these components 

interact, as well as the way in which new intellectual property should be codified so that 
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it is compatible with them.  These frameworks provide a structure within which the 

process of componentization can occur.  In this respect, they provide a unified way with 

which to coordinate the firm’s responses to technological transitions, which are 

necessarily broadly distributed among its community of managers and engineers. 

These arguments suggest an important extension to the growing literature on the 

topic of product modularity (Langlois and Robertson, 1992; Sanderson and Uzumeri, 

1995; Ulrich, 1995; Sanchez and Mahoney, 1996; Schilling, 2000; Baldwin and Clark, 

2000).  In particular, we show that the conscious choices a firm makes to “modularize” a 

product may form the basis for developing critical resources that can be applied across a 

product line and endure for multiple product generations.  More specifically, our work 

illustrates the power that results from ensuring these architectural decisions are 

coordinated across a firm’s entire product line (both present and future) as opposed to 

being considered on a product-by-product basis.  This points to the critical role played by 

a firm’s most experienced “architects,” in terms of the need to develop a framework that 

ties together the many individual decisions that are made with respect to the day-to-day 

evolution of a firm’s product line (Henderson and Clark, 1990; Baldwin and Clark, 

2000).  Our work suggests that these architectural choices have a major impact on the 

likelihood of success in negotiating technological transitions. 

Our findings have major implications for how firms should structure their new 

product development activities.  While most research on this topic has focused on the 

design of effective processes and team structures for managing development (e.g., 

Wheelwright and Clark, 1992; Iansiti, 1997) our work suggests that development projects 

fulfill multiple objectives in firms that possess dynamic capabilities.  Specifically, each 



 36

project represents not only an effort to stake out a near-term product market position, but 

also an effort to develop intellectual property that will last for considerably longer and 

apply to a broader set of products (Helfat and Raubitschek, 2000).  It is the intellectual 

property, not the product it first appears in, that has the more enduring value.  This, in 

turn, highlights the critical importance of the specific processes that create this IP.  In 

particular, it is Microsoft’s componentization process, not its overall product 

development process, which provides the key to its dynamic capability. 

Our work suggests that determining the optimal structure for managing 

development is a complex problem in a firm that possesses dynamic capabilities.  In 

some circumstances, the development of critical resources may best be performed by a 

separate team, given this allows a greater focus on how these resources should be 

designed for leverage across a firm’s entire product line (both present and future).  This 

choice however, implies a trade-off, in that the design of these resources is likely to be 

less “optimal” with respect to the initial products being developed (as compared to the 

designs that would result if these resources were tightly integrated into each product).  

Altrenatively, it might be beneficial for a project to consume additional resources with 

the purpose of ensuring that the IP developed is componentized in a manner that is 

compatible with a firm’s existing architectural frameworks.  Significantly, either choice 

implies a negative impact on some dimensions of project-level performance (e.g., in 

terms of team productivity or product performance).  That is, investing in the 

development of critical resources that underpin dynamic capabilities will sometime 

require trade-offs to be made with respect to the performance of individual projects.  

This insight highlights the potential problems in adopting the project as unit of analysis 
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when trying to understand the development of dynamic capabilities.  Our results suggest 

that this endeavor requires a broader perspective that is inherently longitudinal in nature. 

Our arguments to this point have focused on the critical resources that Microsoft 

possesses, as embodied in its component libraries and architectural frameworks.  For 

these resources to be a source of dynamic capability however, we must identify the 

processes through which these resources are evolved, given the potential for 

technological transitions to render them obsolete.  In this respect, our work highlights 

Microsoft’s ability to both recognize emerging new technologies and thereafter to assess 

how these technologies should impact its existing resource base.  With respect to the 

former, we observe the important role played by groups that lead the broader organization 

in terms of “sensing” changes in the external context.  For example, the developer tools 

group at Microsoft helps the firm identify threats from newly emerging platforms before 

these platforms have matured.  And the firm’s involvement with standard setting bodies 

plays a critical role in helping understand the impact of new technologies at an early 

stage, even influencing their development in a way that plays to Microsoft strengths.  

Importantly however, our work suggests that these sensing mechanisms are not top-down 

strategic processes, but are “emergent” in nature (see Burgelman, 1994; Mintzberg, 1987) 

being triggered by the tensions generated when trends in the external environment 

threaten the firm’s existing resource base.  Hence the process of resolving such tensions 

is best conducted by a firm’s most experienced architects, given these individuals have 

both a deep knowledge of the firm’s resources as well as the skills to understand how 

changes in the external context can be integrated into and shape the evolution of these 

resources. 
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VI. Conclusion  

Our work has explored the critical resources that dynamic capabilities leverage.  

In particular, we have described how Microsoft’s process of software componentization 

allows it to capture and embed intellectual property in a flexible and easily accessible 

form.  The component “libraries” that result from this process and the architectural 

frameworks that specify how these components interact represent critical resources that 

can provide a source of competitive advantage in dynamic environments.  The benefits 

from these resources manifest themselves internally, in terms of enhanced development 

productivity, and externally, through their role in attracting third-party developers to 

build upon Microsoft’s platforms.  Our findings contribute to the literature on the 

resource-based view of the firm, and in particular, help to build a more operational 

understanding of how certain types of resources can provide a source of dynamic 

capability (Wernerfelt, 1984; Barney, 1991; Eisenhardt and Martin, 2000). 

Our study focused on a single firm and adopted an inductive research 

methodology based upon qualitative data collected via interviews.  While this was 

appropriate given the nature of our investigation, we note that with such a research 

design, we cannot rule out competing explanations for Microsoft’s sustained high 

performance in the software industry.  We also have no data on whether other firms in the 

software industry have adopted software component models similar to Microsoft’s, or on 

how such firms have performed.  In this respect, we have yet to identify whether some 

aspects of this model are more critical than others.  This is a topic for ongoing study. 

Our findings suggest a number of avenues for future work.  In particular, we have 

shown that the processes through which critical resources accumulate as well as the 
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actual resources themselves can often be identified and measured.  The study of software 

component libraries, for example, is amenable to quantitative analysis, given these 

libraries can be tracked over time, and the process of creation, evolution and 

recombination examined in detail.  The same is true of other contexts where intellectual 

property can be codified and stored in libraries, as is the case in the biotechnology and 

semiconductor industries.  We believe that these types of analyses are likely to provide 

complementary insights to more traditional research approaches for studying the role of 

intellectual property, such as those that focus on the analysis of patent counts.  Indeed, 

such research should become increasingly possible in many industries, as the proportion 

of information embedded in computer-aided design and simulation systems rises.  With 

this agenda, we feel there is a significant opportunity to deepen our understanding of the 

roots of dynamic capability, and the critical resources that these capabilities leverage. 
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Table 1:  Selected Technological Transitions in the Software Industry 

Transition Timing Description           
Personal Computer 
platform  

1981 on Evolution of a personal computing platform with 
application programming interfaces (“APIs”) that 
effectively buffer hardware from software . 

Graphical 
Computing 

1983-1992 Intuitive, graphical user interfaces, opening up 
computer usage to less sophisticated users.  First 
introduced in the Apple computer, later adopted in 
the design of PC operating systems 

Object Oriented 
Programming 

1987 - 
1992 

New programming model based on programming 
components or objects, which can be reused in 
different applications.  Associated with a change in 
programming language from C to C++ 

World Wide Web 1993-1998 The rapid adoption of weak coupling standards such 
as HTTP and HTML, as well as tools for accessing 
remote information, such as the Web browser 

Multi-tiered 
architectures 

1995 - 
1998 

Adoption of multi-tiered platforms, including Web 
and application servers to deploy distributed 
applications 

XML Integration 1998 - 
future 

Machine to machine integration achieve using 
Extensible Markup Language  (XML) 

Web Services 2000-
future 

Infrastructure that enables the rapid deployment and 
interconnection of a broad base of computing 
services available for access over the Web  

Source: Interviews with 8 industry experts from a number of leading software firms. 
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Table 2: Number of “Wins” by Microsoft Products.  

* Reviews when a Microsoft software product shared “win” with another software product. 
 

 

 

 

 

 

Microsoft 
Product 

Reviewed 
Time 

Period 

Total 
Number 

of 
Reviews 

Total 
Number of 
“Wins” by 
Microsoft 
Product 

Percentage 
of “Wins” by 

Microsoft 
Product 

Number 
of Shared 
“Wins”* 

Access 1992-1998 14 10 71% 2 

Excel 1988-1998 25 21 84% 5 

Money 1992-2001 24 5 21% 1 

PowerPoint 1990-1998 22 8 36% 2 

Word 1986-1998 30 27 90% 10 

Office 1994-2001 14 14 100% 0 

Internet 
Explorer 

1995-2001 16 6 37.5% 0 

Visual 
Basic/Visual 
Studio 

1992-2002 10 8 80% 0 

Windows 
server  

1993-2000 12 9 75% 2 

Windows 1987-2001 36 19 53% 1 
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 Figure 1:  Microsoft Financial Performance 
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Figure 2:  Plot of Microsoft Product Wins over Time 
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Note:  The error bars note the standard deviation in the average win percentage, and are 
displayed only if the number of observations is greater than 2. 
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Figure 3:  Comparison of Development Productivity 

This figure compares the average productivity in new lines of code per person-day of two 
Microsoft projects (Internet Explorer 3.0 and Internet Explorer 4.0) versus the average for 
a sample of Internet software projects completed at the same time.  The sample mean is 
14.8, and the top quartile is 17.5 (shown on the chart).  Microsoft achieved 23.9. 
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Source:  Sample of 29 Internet software projects (MaCormack et al, 2001).
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 Figure 4:  Timeline for the Development of Microsoft Explorer 3.0. 
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Source:  MacCormack, 2001. 
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Appendix A:  Methodology for Assembling Database of Product Reviews 

To build the database of reviews, we selected five leading computer journals 

based on paid circulation in 2000 – PC Magazine, PC World, Computer Shopper, 

InfoWorld, and Computerworld – and used Computer Select CDs and the Nexis database 

to locate journal issues for the period starting from the first release of a given Microsoft 

product until the present time. Given our aim of looking at performance over time, we 

excluded products for which only a few reviews could be found.  Our final sample 

therefore includes reviews for six major types of end-user software (Access, Excel, 

Internet Explorer, Money, PowerPoint, Word), one suite of applications (Microsoft 

Office), Microsoft’s server and client operating systems and Microsoft’s developer tool 

suite (Visual Basic, which has now become part of a broader tool called Visual Studio). 

Note that since some of the journals mentioned above do not review servers and 

developer tools we selected a slightly different set of magazines for these products. We 

looked at developer tools’ reviews in PC Magazine, PC World, InfoWorld and Dr. 

Dobb’s Journal, and at server operating system reviews in PC Magazine, PC Week, 

Network Computing, Network World, InfoWorld, Internet Week and ENT. 

We measured performance in two ways. First, we calculated product “wins”, 

where a “win” is defined as the situation when a review identifies a product as the best 

without assigning any numeric scores. “Win” categories included: “Editor’s Choice,” 

“Best of the Year,” “Best Buy,” “Award of Technical Excellence,” and from server 

reviews, categories such as “PC Week Labs Analyst’s Choice Award” and “Network 

World Blue Ribbon Award.” Second, we obtained a more exact measure of a product’s 

quality by reporting the exact ratings given by reviewers. When a product was rated by 
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specific characteristics, we calculated an overall quality rating by taking the average 

value of these characteristics. When a product was rated by qualitative categories such as 

“good” we converted ratings into numeric values, normalized to a scale of 0-1028 29. 

While collecting data on reviews we encountered several problems. First, we used 

electronic versions of journals in which for some cases, tables were omitted preventing us 

from reporting numeric scores for some product versions. Second, since the Computer 

Select CDs covered the period from 1991 until 2001, we had to use the Nexis database for 

the period before 1991. Unfortunately, Nexis does not include PC World and Computer 

Shopper issues before 1991. Also, issues of ENT and Internet Week were not available 

before 1997, and issues of Network Computing were not available before 1994. Finally, 

most reviews stopped reviewing individual applications and development tools separately 

around 1997, and began reviewing them as a part of the suites in which they were 

included. To compensate for this omission we looked at reviews for Microsoft Office 

from 1995 until 2001 and for Visual Studio from 1997 until 2002. 

                                                 

28 The following schemes were used: “excellent” = 10, “good” = 7.5, “fair”= 5, and “poor” = 2.5; or 
“excellent” = 10, “very good” = 7.5, “good” = 6.25, “fair” = 5, and “poor” = 2.5. 
29 In some cases there were several “winning” software products or several software products with the same 
highest score. In such cases we reported all “wins” and the highest numeric scores earned by Microsoft 
software products and indicated how many wins were shared with other software products. 
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Appendix B:  Methodology for Capturing Data on Development Performance. 

Our analysis of Microsoft’s performance developing its Internet Explorer browser 

is based on data captured during a two-year study of product development practices in the 

internet software industry (MacCormack et al, 2001).30  Data were collected through the 

use of a survey instrument distributed to project managers at a sample of firms 

developing software products for the Internet identified through reviewing industry 

journals.  In most cases, responding firms were contacted to collect additional descriptive 

data on projects.  The final sample consisted of 29 completed projects from 17 firms, 

covering a broad range of internet applications, including products, services and 

development tools targeted at both commercial and consumer users31. 

In order to compare the performance of projects, two outcome measures were 

captured.  The first measured the productivity of the development team, in terms of lines 

of new code developed per person-day of development effort (defined as the effort 

involved in developing and testing the code base).  This measure was adjusted to reflect 

the fact that different types of products used different programming languages32.  Note 

the resulting metric is only an approximate measure of software productivity (i.e., “good” 

programmers often implement a given set of functionality with fewer lines of code).  It is 

however, a measure that can be captured in a consistent manner across projects. 

                                                 

30 Note that the data was collected for the purposes of examining effective development process design.  
Participating firms were assured that their data would be kept confidential unless they provided permission 
for us to identify specific observations.  This permission has been obtained from Microsoft. 
31 We approached 39 firms to participate in the survey phase.  We followed up with phone calls and emails 
to solicit responses, eventually collecting survey data on 29 projects from 17 firms (a response rate of 
43%).  We collected additional descriptive data for 22 of the 29 individual projects through interviews. 
32 Specifically, projects to develop services such as web sites were found to have higher lines of code per 
person-day figures, due to their use of languages such as HTML, as opposed to C or C++ or Java. 
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The second outcome measure captured the quality of the product, relative to 

“competitive products that targeted similar customer needs at the time the product was 

launched.”  Quality was defined as a combination of breadth of features, performance 

(e.g., speed of operation) and reliability.  Products were evaluated by a panel of 14 

independent reviewers from leading industry journals using a two-round Delphi process 

(Dalkey and Helmer, 1963).  This ensured that reviewers compared each product against 

a similar competitive set, a necessary task given many product segments were new to the 

industry at the time.  Experts scored each product on a 7-point Likert scale, a score of 4 

indicating a product was of comparable quality to competitors.  Experts also reported 

how familiar they were with each product.  We used the mean quality score of experts 

that were familiar with each product as the second performance measure.  

 


